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Understanding of interactions between single-walled carbon nanotubes and 

other materials is critical for developing a new technology of self-assembling 

carbon nanotubes into electronics or drug delivery systems. We demonstrate 

for the first time the use of nanotube electrodes to manipulate nanoparticles in 

solution using dielectrophoresis. On the other hand, to understand a 

non-electrical assisted interaction, we investigate the binding affinity of carbon 

nanotubes and peptides via combinatorial phage display technique. We find a 

tryptophan rich binding motif to nanotubes on solid silicon substrates. The 

motif resembles an alpha helix with tryptophan concentrated along one side 

that binds non-covalently via π-π interactions to the walls of the nanotube. 
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CHAPTER 1 

INTRODUCTION 

 

It is fair to say that it was after Iijima published his work1 in 1991 did Carbon nanotubes 

draw considerable attention, although they were first discovered in 1952 by Russian 

scientists2 and nantoubes were then called “carbon tubules”. Carbon nanotubes have 

given rise to tremendous interest due to their unique mechanical and electronic 

properties, such as extremely high strength, elasticity, thermal conductivity, aspect ratio 

and unique electronic properties3. They are extremely promising for the applications in 

scanning probes, field emission devices, electronics devices, photonic detectors, armour 

reinforcement, chemical sensors, biosensors, drug discovery and delivery systems.  

 

1.1 Geometric structures 

Carbon nanotube are one of the many forms in which carbon is found in nature, which 

can be seen as a layer of graphite rolled up into a seamless cylinder with a diameter of a 

few nanometers as shown in Figure 1. The roll-up vector  known as the chiral vector, 

which determines the circumference of the nanotube, can be describe with two unit 

vectors  and  as  

. 

These two unique vectors  and in the Cartesian coordinate system are expressed as  

, 
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Figure 1.1. A graphite rolled up into a (5,2) nanotube. Depending on the roll-up vector, a 

carbon nanotube can be zigzag, armchair or chiral. 

 

where a is the length of the unit vector, given by 

. 

Then the diameter of the nanotube , which can be calculated from  , and the the 

chiral angle , are expressed in terms of the chirality index (n,m)  in the following way: 

 

and  

. 

We denote (n,n) tube armchair nanotube ( ) and (n,0) one ( ) zigzag tube. If 

the angle is other than these two degrees, the tube is called chiral nanotube. 

The chirality index also determines the translational lattice vector  which defines the 

length along the nanotube unit cell as 
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 Since ,  and  can be calculated as  

 

and  

 

where  is the greatest common divisor of  and .  

The nanotubes described above are known as the single walled nanotubes (SWNTs) since 

the graphite sheet is rolled up into one layer. The smallest SWNTs reported so far are 

about 0.4 nm but usually less than 3 nm in diameter, although 5-nm SWNTs have also 

been reported.  There are also multi-wall nanotubes (MWNTs) produced during the 

growth, depending on the catalysts used and the growth temperatures. The smallest 

MWNTs are the double-wall nanotubes (DWNTs) and the largest diameter of MWNTs 

can be over 100 nm. 

 

1.2 Properties and applications 

Similar to graphite, the neighboring atoms of carbon nanotubes forms strong sp2 bonds or 

σ bonds, which are even stronger than the sp3 bonds in dimond. On the per-bond basis, 

the sp2 bond is one-third stronger than the sp3 bond. This explains the unique strength of 

carbon naotubes. Carbon nanotubes are known so far to have the highest Young’s 

modulus, over 1 TPa, which is 5 times as much as that of steel. Plus their hollow 

structures, carbon nanotubes are considered as the only candidate to make a space 
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elevator. No other materials can sustain the self-gravity when an elevator reaches the 

space. The thermal conductivity of carbon nanotubes along their axis is superior to that of 

other materials, even including diamond. Nanotubes can also sustain extremely high 

temperature with a melting point of about 4000 K, similar to that of graphite. These 

advantages can be derived from the strength of the sp2 bond. 

On the other hand, the electronic properties of carbon nanotubes are benefited from the π 

band. There are two types of single wall carbon nanotubes: metallic and semiconducting 

depending on their helix structures. Only those (n,m) nanotubes that satisfy  is a 

multiple of 3 are metallic. The others are semiconducting. Hence, the armchair nanotubes 

are always conducting while one third of zigzag nanotubes are metallic and two thirds are 

semiconducting. 

In the past decade, studies have proposed indicating potential applications of carbon 

nanotubes. Nanotube have been used as SPM tips and AFM probes for their high aspect 

ratios and excellent mechanical properties; metallic nanotubes have also been used in the 

field emission display systems since electrons are easily emitted from the nanotube tips 

under the low bias; semiconducting nanotubes have been applied in transistors and 

sensors; nanotubes are also used in killing cancer cells due to their infrared band gaps; 

nanotubes are an excellent candidate to store hydrogen due to the expandable sp2 bond; as 

a substitute of ITO, nanotubes can act as transparent thin film in solar cells. Other 

applications of nanotubes can be in armour reinforcement, THz RF electronics, sports 

equipment, and so on.  

 

1.3 Challenges and methods 



 

5 
 

However, even with the tremendous advances in the various applications due to their 

unique structures and properties, carbon nanotubes faces challenges in 

commercialization. 

High temperature environment required for growth and hard control of growth direction 

make it difficult to be directly used after growth. The unwanted carbon soot or 

amorphous carbon generated during the growth and the metal catalysts should be 

removed prior to their uses in any products.  

An ideal method to overcome these problems is the dispersion of carbon nanotubes in 

solutions. However, the inert properties of carbon nanotubes in chemistry and insolubility 

in aqueous solution are the issues to be concerned. Carbon nanotubes usually form 

nanotube bundles due to their super hydrophobicity and cause poor solubility and 

dispersion in the aqueous solution.  

Functionalization of carbon nanotubes once has been a hot topic to solve the problem. 

However, functionalization of carbon nanotubes usually involves modifying the CNT 

surfaces in strong acidic solutions and destroys the pristine structures and thus the 

intrinsic electronic structures of nanotubes. Many defects may also be caused on carbon 

nanotubes by this method, and thus their excellent mechnical properties are not 

conserved. 

Several methods have been developed to suspend carbon nanotubes in liquid solutions 

while avoiding the surface moidification. Basically, there are two kinds of liquid 

solutions (aqueous and organic solutions) to disperse carbon nanotubes.  

For the aqueous solutions, surfactants, biomolecules and polymers are good materials. 

Surfactants are composed of water-soluble surface-active agents and a hydrophobic 



 

6 
 

portion, usually a long alkyl chain. Thanks of these structures, surfactants possess a 

common property of lowering the surface tension and thus are good candidates for 

dispersing carbon nanotubes in the aqueous solution. 

Sodium dodecyl sulfate (SDS) was the first surfactant used to suspend carbon nanotubes 

in order to purify nanotubes among nanoparticles4. In that research, it was demonstrated 

that the dispersion of nanotubes reaches optimum in water when the SDS concentration 

slightly above the critical mecellar concentration (CMC, 2.5g/L). Either lower (0.4 CMC) 

or higher (12 CMC) causes aggregation and sedimentation. Another surfactant is 

benzalkonium chloride. Smalley’s group used 0.1% benzalkonium chloride in aqueous 

solution to disperse CNTs5.  

However, the purification methods mentioned in the above publications need a number of 

successive filtration steps. Roth’s group in Germany developed a recipe to achieve high-

purity and size-selected nanotubes without filtration6: sonicate the nanotube suspension in 

1 wt % (4 CMC) SDS aqueous solution for 2 minutes followed by chromatographic 

separation and centrifugation sediment.  

SDS is the most frequently used anionic surfactant to disperse the carbon nanotubes in 

aqueous solutions for the research purposes such as SWNT chirality assignment with 

fluorescence spectroscopy7-11, SWNT film printing12 and charge transfer of SWNT 

arrays13.  

Besides SDS, other anionic surfactants, such as dodecyl-benzene sodium sulfonate 

(NaDDBS)14,15, sodium cholate16,17, sodium deoxycholate17 and sodium 

taurodeoxycholate17,  nonionic surfactants, such as Triton-x 10018, tween-8019, and 

cationic surfactants, such as octadecyltrimethylammonium bromide (OTAB)20, are all 
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used in dispersing SWNTs in aqueous solutions. Tween-20, which is used in our phage 

display experiments, also shows its good ability of dispersing carbon nanotubes. 

Biomolecules have recently been given attention due to their abilities reducing the 

surface tension. Gum Arabic21, a natural molecule complex of saccharides and 

glycoproteins, single-stranded DNA22,23, phospholipids24, have been shown to disperse 

carbon nanotubes well. 

SWNT can also be solubilized in water by non-covalently functionalization with certain 

polymers: polyvinyl pyrrolidone (PVP)25 and polystyrene sulfonate (PSS)25 and 

fluorescein-PEG26. 

There are several organic solvents known to disperse single walled carbon nanotubes: 

dimethylformamide (DMF)27, dichloroethane (DCE)28, N-methylpyrrolidone29, 

hexamethylphosphoramide29, cyclopentanone29, tetramethylene sulfoxide29, and ε-

caprolactone29. 

However, there are always some disadvantages of these methods in nanotube dispersion. 

Two major problems should be concerned. One is the concentration of nanotubes in 

solution. So far, there are only a small amount of nanotubes that can be dispersed in 

solutions. Another one is the stability of nanotube solutions.  In most of these methods, 

nanotube solutions can not be stored over a month or even a couple of weeks. Nanotubes 

get bundled and precipitate at the bottom of the solutions. 

 

1.4 Our thoughts 

Our early investigation of carbon nanotube applications was focused on the manipulation 

of nanoparticles and biomolecules using carbon nanotubes as electrodes. The advantage 
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of using carbon nanotubes is nanotubes are so small in diameter so that they can generate 

very large electric fields near the tips and along the axis. A dielectrophoresis technique is 

used in the investigations. We will introduce this method in chapter 2. In the later 

chapters (chapter 3 and 4), we prove that dielectrophoresis is a successful tool in massive 

manipulations of nanoparticles and biomolecules.  

In order to better solve the problems in nanotube dispersions and for carbon nanotube to 

be further used in other applicaitons, we think the first step is to understand how the 

nanotubes interact with other materials. Hence, an appropriate technique is used to tackle 

the problem – phage display. We also introduce it in chapter 2 and explore it in chapter 5. 

We found the motif of peptides that bind to nanotubes. This tells us the properties of 

interactions between nanotubes and peptides. 

 

 

 

 

 

 

 

 

 

 

 

 



 

9 
 

 

 

 

References 

1. Iijima, S., Nature 354, 56–58, 1991. 

2. Monthioux, M. and Kuznetsov V., CARBON 44, 1621, 2006. 

3. Saito R., Dresselhaus G. and Dresselhaus M., Physical Properties of Carbon 

Nanotubes, Imperial College Press, 1998. 

4. Bonard J, Stora T, Salvetat J, Maier F, Stockli T, Duschl C, Fod L, de Heer W, 

and Chbtelain A, Adv. Muter. 9, 827, 1991. 

5. Bandow  S, Rao A, Williams K, Thess A, Smalley R and Eklund P, J. Phys. 

Chem. B 101, 8839, 1997.  

6. Duesberg G, Muster J, Krsti V, Burghard M and Roth S, Appl. Phys. A 67, 117, 

1998. 

7. Michael J. O'Connell, et al., Science 297, 593, 2002. 

8. Sergei M. Bachilo, et al, Science 298, 2361, 2002. 

9. Strano M, J. Am. Chem. Soc. 125, 16148, 2003. 

10. Miyauchi Y., Chiashi S., Murakami Y., Hayashida Y., Maruyama S., Chem. Phys. 

Lett. 387, 198, 2004. 

11. Weisman R., Bachilo S., Tsyboulski D., Appl. Phys. A 78, 1111, 2004. 

12. Neitl M., Zhou Y., et al, Nano Lett. 4, 1643, 2004. 

13. Lee C., Baik S., et al, J. Phys. Chem. B 110, 11055, 2006. 



 

10 
 

14. Islam M, Rojas E, Bergey D, Johnson A, Yodh A., Nano Lett. 3, 269, 2003. 

15. Matarredona O, Rhoads H, Li Z, Harwell JH, Balzano L, Resasco D., J Phys 

Chem B 107, 13357, 2003. 

16. Heller, D, Mayrhofer, R, Baik, S, Grinkova, Y, Usrey, M and  Strano, M, J. Am. 

Chem. Soc. 126, 14567, 2004. 

17. Michael S. Arnold, Alexander A. Green, James F. Hulvat, Samuel I. Stupp and 

Mark C. Hersam, Nat. Nano. 1, 60, 2006. 

18. Nagahara L, Amlani I, Lewenstein J and Tsui R, Appl. Phys. Lett. 80, 3826, 2002 

19. Lebedkin S,  Hennrich F, Skipa T and Kappes M, J. Phys. Chem. B, 107, 1949, 

2003. 

20. Richard C, Balavoine F, Schultz P, Ebbesen T, Charles Mioskowski, Science 300, 

775, 2003. 

21. Bandyopadhyaya R, Nativ-Roth E, Regev O and Yerushalmi-Rozen R, Nano. 

Lett. 2, 25, 2002. 

22. Zheng M, Jagota A, Strano M, Santos A, Barone P, Chou G, Diner B, Dresselhaus 

M, Mclean R, Onoa B, Samsonidze G, Semke E, Usrey M and Walls D, Science 

302, 1545, 2003. 

23. Zheng M, Jagota A, Semke E, Diner B, Mclean R, Lustig S, Richardson R and 

Tassi N, Nat. Mat. 2, 338, 2003. 

24. Wu Y, Hudson J, Lu Q, Moore J, Mount A, Rao A, Alexov E and Ke P, J. Phys. 

Chem. B 110, 2475, 2006. 

25. O'Connell M, Boul P, Ericson L, Huffman C, Wang Y, Haroz E, Kuper C, Tour J, 

Ausman K and Smalley R, Chem. Phys. Lett. 342, 265, 2001. 



 

11 
 

26. Nozomi N, Bangsaruntip S,  Sun X, Welsher K and Dai H. J. Am. Chem. Soc. 

129, 2448, 2007. 

27. Liu J, Casavant M, Cox M, Walters D, Boul P, Lu W, Rimberg A, Smith K, 

Colbert D and Smalley R, Chem. Phys. Lett. 303, 125-129, 1999. 

28. Venema L, Meunier V, Lambin P and Dekker C, Phys. Rev. B 61, 2991, 2000. 

29. Ausman K, Piner R, Lourie O, Ruoff R and Korobov M., J. Phys. Chem. B 104, 

8911, 2000. 



12 
 

CHAPTER 2 

DIELECTROPHORESIS AND PHAGE DISPLAY 

 

Dielectrophoresis and phage display are introduced in this chapter since we implement 

these methods in the following chapters. Dielectrophoresis is used to manipulate 

nanoparticles and biomolecules such as DNA and proteins while phage display is to 

investigate the interactions between carbon nanotubes and peptides without the assistant 

of an electric field. 

 

2.1 Dielectrophoresis (DEP) 

As we all know, there is no force excerted on a neutral particle in the uniform electric 

field although the particle experiences the polarization as shown in figure 2.1. However, 

it is different in the case that the field is non-uniform: there is net force on the particle. 

This phenomenon is called dielectrophoresis which is first coined by Pohn in 19511. Such 

a phenomenon was observed way back to at least 600 BC when people noticed that the 

amber rubbed with fur could attract light materials2. This is Dielectrophoresis in the air or 

vaccum (since the dielectric constant of air is very close to that of vaccum).  

 

Figure 2.1 Particles in the uniform and nun-uniform fields 
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Figure 2.2 Positive and negative DEP 

It is a little complicated in the solution. The particles experience the forces with different 

directions depending on their polarizability. The phenomenon is called positive DEP if 

the particles move toward the stronger electrical field, negative DEP if toward the weaker 

electrical field. See figure 2.2. 

In a nun-uniform electric field, the force on an induced dipole due to the charge 

separation of a particle is known as  

·  

where  is the induced dipole moment and  is the electric field. 

For a spherical particle, the force can be expressed further as following, 

·  

where  is the dielectric constant of medium,  is the volume of the particle and  is 

known as the Clausius-Masotti factor: 

 

in which  is the dielectric constant of the particle and the star (*) denote the complex 

quantity of the dielectric constants. 

For this technique to be effective in the applications, the DEP force must overcome the 

Brownian motion which is inverse proportional to the size of the object to be manipulated. 

Since the gradient of the electric field is very large near the tip of small electrodes, it is 
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promising to use micro or even nano-fabricated electrodes to manipulate the objects with 

the technique of dielectrophoresis. In chapter 3 and 4, we demonstrate that nanoparticles 

and biomolecules are manipulated using dielectrophoresis. 

 

2.2 Phage display  

Phage display is a key method for finding ligands for proteins including antibodies and 

enzymes from the biologists’ point of view. It has also been widely used to find ligands 

for non-protein or inorganic materials recently. Its principle is based on the connection 

between genotype and phenotype that enables large libraries of proteins to be screened 

via in vitro selection (or panning) followed by DNA sequencing of binding phage3,4. 

Filamentous phages are ideal and commonly used as cloning vehicles in the display 

technique. They have small genome that tolerates insertions into non-essential regions. 

Among many filamentous phages, bacteria-phage M13 is generally used for building a 

diverse random library. M13 is a virus about 930 nm long and 6.5 nm in diameter. It is 

made up of a 6400-nucleotide single-strand DNA (ssDNA) encapsidated with coated 

proteins. The coated proteins are composed of 2700 copies of α-helix major coat protein 

pVIII, 5 copies each of pVII and pIX on one end and 5 copies each of pIII and pVI on 

another end. 

The most commonly used coat protein for display is pIII, which is responsible for binding 

to the f-pilus of the E. coli bacterial for phage infection. The binding causes the f-pilus to 

retract into the E. coli. The phage then penetrates into the cytoplasmic membrane. The 

infection process is not fully understood yet, but it must involve a translocation process 
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that the bacteria without infection will not produce blue plaques since the ER27 host 

strain has no lacZ gene. This ensures that all the blue plaques are due to the infection of 

phages. 

 

 

Figure 2.4 Panning with Ph.D peptide display. Image from reference 3. 

 

In the phage display experiments on the traditional target and many inorganic materials, a 

10 µl of NEB library is first diluted with 1 ml detergent solution, 0.1% TBST (Tris-

buffered saline with 0.1% tween-20) and then the pre-blocked target are incubated in the 

phage solution for one hour. The process is also called in vitro panning. See Figure 2.4. 

The non-binding phages are dumped away and the target sample is washed with 0.1% 

TBST five times. The detergent solution is used to remove the non-specific binding (NSB) 
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phage. An elution buffer, usually glycine-HCl with pH 2.0-3.0, is used to release the 

bound phage, followed by neutralization of the eluted phage with Tris-HCl (pH 9.1). The 

eluted phages are titered and then amplified by putting it in the E. coli culture (early-log). 

A 1 µl amplified phage should be titered to make sure that a same amount of phages are 

used for the next round. The processes of panning, washing, elution and amplification are 

repeated at least three times to achieve the binding motif. The input vs. output ratio can 

be calculated by the number of the eluted phages devided by the number of the input 

phages. 10 blue plaques in the plate for the last round titering are randomly picked and 

Their DNA are purified and amplified with PCR. The DNA sequences are analyzed to 

see if there is a binding motif achieved. If not, the extra rounds of phage display 

experiments should be performed until a motif is achieved. 
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CHAPTER 3  

ELECTRONIC MANIPULATION OF DNA, PROTEINS, 

AND NANOPARTICLES FOR POTENTIAL CIRCUIT 

ASSEMBLY 

3.1 Introduction 

Using gold electrodes lithographically fabricated onto microscope cover slips, DNA and 

proteins are interrogated both optically (through fluorescence) and electronically (through 

conductance measurements). Dielectrophoresis is used to position the DNA and proteins 

at well-defined positions on a chip. Quadrupole electrode geometries are investigated 

with gaps ranging from 3 to 100 μm; field strengths are typically 106 V/m. 20 nm latex 

beads are also manipulated. The electrical resistance of the electronically manipulated 

DNA and proteins is measured to be larger than 40 MΩ under the experimental 

conditions used. The technique of simultaneously measuring resistance while using 

dielectrophoresis to trap nanoscale objects should find broad applicability. 

 

3.1.1 Motivation 

The development of lithographic fabrication techniques has lead to astounding advances 

in integrated circuits, but at the same time the limits of lithography prevent nanometer 

scale electronic devices from being economically manufactured. This has led to proposals 
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for alternative nano-manufacturing technologies based on "bottom-up" chemical self-

assembly techniques.  

Two key challenges in the manufacturing of sub-lithographic size electronic devices (i.e., 

molecular electronics1) are 1) Chemical (i.e. bottom-up) control of the electronic 

properties of the circuit elements, and 2) Electrical connection to the macroscopic world. 

One approach to the challenge of chemical control is de-novo design of unique chemistry 

for electronics applications2-3. An alternative approach is to build on 4 billion years of 

evolution and use or mimic existing biochemistry, using DNA as a template for 

chemically programmed assembly of molecular scale devices. Recently several groups 

have made important progress in using DNA as a template for the construction of higher 

order structures4-7. Because of the attractiveness of the second approach we have decided 

to concentrate on the electronic manipulation and interrogation of DNA and proteins in 

this work. 

The second challenge of making an electrical connection to the macroscopic world to 

date has mostly been achieved passively. Much work to date on single molecule devices 

involves passive diffusion of molecules to small, albeit lithographically fabricated 

electrodes followed by passive covalent bonding to the electrode8. It would be a distinct 

advantage if this assembly process could be actively, electronically controlled. 

 

3.1.2 Dielectrophoresis 

Dielectrophoresis (hereafter DEP) is an electronic analog of optical tweezers using audio 

frequency, RF, and microwave electric fields generated from microfabricated electrodes 

on a chip. An ac electric field induces a dipole moment which, in the presence of a field 
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gradient, experiences a force towards either the high-field intensity region (positive DEP) 

or the low-field intensity region (negative DEP). Several recent reviews more thoroughly 

describe the many applications of DEP at the micron, sub-micron, and nanometer scale9-

15. As with optical tweezers, for DEP to be of use it must dominate the thermal Brownian 

motion. It can be shown that the force acting on a spherical particle (the DEP force) is 

given by16-17  

                            ( )22 ( )DEP m RMSF v K Eπ ε ω
→

= ∇
r r

,    (1) 

where v is the volume of the particle, ERMS the RMS value of the electric field (assuming 

a sinusoidal time dependence), and K(ω) is a (frequency dependent) factor which varies 

between -0.5 and +1.0, depending on the difference between the medium and particle 

dielectric constant. It is defined as: 

                            
* *

* *( ) Re
2

p m

p m

K
ε ε

ω
ε ε

⎡ ⎤−
≡ ⎢ ⎥+⎢ ⎥⎣ ⎦

,     (2) 

where ε* is the (complex) dielectric constant of the particle or medium. It can be related 

to the conductivity σ and angular frequency ω through the standard formula 

                              * i σε ε
ω

≡ − .     (3) 

K(ω) is known as the Clausius-Mossitti factor. If K(ω) is positive, then the particle is 

attracted to regions of high electric field intensity. (This is called positive DEP.) If 

K(ω) is negative, then the particle is repelled from regions of high electric field intensity. 

(This is called negative DEP.)  Since K(ω) is frequency dependent, both positive and 

negative DEP can be observed in the same system by varying the frequency. 
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Although the above analysis assumes a harmonic field, the physical effect is present for 

dc electric fields as well: a dc electric field can induce a dipole moment, which then 

experiences a force in the presence of a field gradient. We term this effect dc DEP. 

In principle, quantitative measurements of the force predicted by Eq. 1 are possible. 

However, a more direct measurement often used is the frequency at which the force 

changes from positive to negative DEP. In experiments, the frequency is varied until the 

particle motion is no longer towards low-field intensity, and instead is towards high-field 

intensity regions; this is straightforward to observe. For a spherical particle, it can be 

shown that this frequency, called the “crossover frequency”, is given by18: 

( )( 2 )1
2 ( )( 2 )

p m p m
x over

p m p m

f
σ σ σ σ

π ε ε ε ε−

− +
= −

− +
  (4) 

In eqs. 1-3, the values of ε* and σ are assumed to be the bulk values. For nanoparticles 

and biological nanostructures such as DNA, a significant fraction of the atoms of the 

“particle” reside on the surface; in addition, the particles can be charged. For example, at 

neutral pH, DNA is negatively charged. Protons and any other positively charged 

counter-ions are attracted and form a counter-ion cloud. Clearly, the corresponding 

electrical double-layer (consisting of the positively charged counter-ion cloud and the 

negatively charged particle) can have a significant effect on DEP. 

The effects of the double layer on the dielectric properties of colloidal solutions of 

dielectric particles was considered theoretically on very general grounds in several key 

papers in the 60’s and refined in the 80’s19-23. While these authors concentrated on 

dielectric properties, they did not discuss DEP. In the late 90’s, Green, Morgan, Hughes, 

and co-workers performed extensive experimental investigations on latex beads down to 
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93 nm in diameter, varying the frequency, surface chemistry, and electrolyte 

conductivity24-32. They based the interpretation of the experiments on the earlier theories 

of the charge double layer. The conclusions of their results can be summarized as 

follows: The effects of the charge double layer are to incorporate a surface conductance 

due to the motion of either bound counter-ions (the Stern layer) or diffuse counter-ions, 

with numerical value given by Ks. Eqs. 1-4 are still valid, provided that the total particle 

conductivity in Eq. 3 be replaced with 

         2 s
p b a

κσ σ= − .    (5) 

Here a is the particle radius, and σb the bulk conductance. Generally speaking, Eq. 5 

should only be used if the frequency is less than the inverse of the diffusion time of ions 

across a distance of order a. If this is not the case, then Eq. 5 should be modified. 

For this force to be effective it must overcome the Brownian motion, which can be 

treated as a random force whose maximum value is given roughly by  

                                          3/thermal BF k T v= ,             (6) 

where kB is the Boltzmann constant, T the temperature, and v the particle volume. This 

sets a rather strict requirement on the minimum particle size that can be manipulated, and 

very large electric field gradients are needed to manipulate nano-sized particles. 

Microfabricated electrodes can be used to generate the required field gradients, although 

the lower limit on the particle size that can be manipulated is still under experimental 

investigation33. 
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3.1.3 Dielectrophoretic impedance spectroscopy  

While deterministic motion of individual molecules due to DEP is difficult to achieve due 

to Brownian motion, it is still true that the non-uniform ac and dc electric fields establish 

some force, which, even though less than the thermal Brownian motion, will still cause a 

tendency for molecules to move in a certain direction, depending on the geometry of the 

electrodes. The quantitative study of these effects has been termed ``molecular DEP'' 16. 

The establishment of impedance spectroscopy essentially consists of measuring the ac 

impedance between two electrodes at a probe frequency while DEP is used to manipulate 

objects at a separate frequency. This technique was originally pioneered over 50 years 

ago. 

The geometry originally studied consists of two concentric cylinders with the molecules 

dissolved in a solution in between the cylinders. If the density of the molecules as a 

function of the radial distance changes, this changes the dielectric constant as a function 

of the radius, and hence the capacitance from the inner to the outer cylindrical electrode. 

This can be termed a form of dielectrophoretic impedance spectroscopy. 

In 1954, Debye and co-workers used dc DEP of polystyrene (molecular weight 600,000) 

in cyclohexane34-35. They used a dc non-uniform electric field in a cylindrical geometry 

and monitored the capacitance change by measuring the shift in the resonant frequency of 

an LC circuit; similar studies were carried out by Prock in 196036. 

In 1955, Losche used ac DEP to study  nitrobenzene in carbon tetrachloride, and 

poly(vinyl acetate) in nitrobenzene37; however both have permanent (instead of induced) 

dipoles. In 1973 Eisenstadt studied DEP and measured the diffusion constant of the 

biopolymers poly-γ-benzyl-L-glutamate (PBLG, M.W. 120,000) and poly-n-butyl 
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isocyanate dissolved in ethylene dichloride (Edc)38-39; both have permanent dipoles. By 

measuring the time-dependence of the concentration change of the PBLG concentration 

due to the dielectrophoretic force, Eisenstadt was able to determine its diffusion constant. 

Recently, Milner and co-workers have extended dielectrophoretic impedance 

spectroscopy to larger particles which can be deterministically manipulated with DEP. 

They used DEP to position bacteria40-41 or 20 nm latex beads42 with high frequency (kHz-

MHz) electric fields, and simultaneously measured the low frequency (~100 Hz) 

impedance between two electrodes. 

Thus, there is an extensive history and established technology to use DEP to manipulate a 

variety of objects (molecules, nanoparticles, cells) at one frequency, and to use a different 

probe frequency to measure the impedance change when the objects are moved. 

However, all of the examples cited above cause a change in the capacitance between the 

electrodes. Hence, the probe frequency could not be too low. Our work in this manuscript 

addresses a related but somewhat different goal: We are interested in using DEP to 

fabricate circuits that function at dc. As we discuss next, there are a many examples from 

the literature demonstrating that this can be done. 

3.1.4 DEP for nano-circuit fabrication 

To date there have been several examples of the application of DEP to circuit fabrication 

at the nanometer scale. Suehiro measured the resistance and capacitance between two 

electrodes at 100 kHz before and after bacteria cells were trapped using DEP43; he 

modeled each cell as a resistor in parallel with a capacitor and found good agreement 

with experiment: the cells formed “pearl chains” and bridged the gap between the two 

electrodes. Bezryadin used (dc) DEP to trap a 20 nm Pd nanoparticle between a two 
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electrodes, allowing current to flow at dc44-45. Bezryadin later used DEP to trap carbon 

nanoparticles between electrodes in pearl-chain formation, and measured non-linear dc I-

V curves due to Coulomb blockade46. Amlani used DEP to trap a Au nanoparticle coated 

with a self-assembled monolayer (SAM), and he observed negative differential resistance 

at dc from electrode to electrode due to the SAM47. Porath used dc DEP to trap short 

strands of DNA and measured the conductance of DNA so trapped48. Velev used DEP to 

assemble microwires from nanoparticles and measured dc current through these49-50. We 

recently use carbon nanotubes as electrodes to assemble gold nanowires from 

nanoparticles51. Several groups have used both ac and dc DEP to trap single walled and 

multiwalled carbon nanotubes between electrodes which then carry dc current52-59. Smith 

used DEP to assemble gold nanowires across electrodes, which then carried dc current60. 

Duan assembled functional crossbar networks of semiconducting nanowires using dc 

DEP61. Lee and Bashir measured Si resistors at dc after using ac DEP to position them 

between electrodes62. To date no authors have used ac DEP to manipulate DNA then 

measure conductance between two electrodes, and no authors have measured any protein 

conductance after DEP manipulation, as we do in this manuscript. Our work in this 

manuscript thus represents the first step towards extending DEP for circuit fabrication 

into the molecular domain. 

3.1.5 DNA Manipulation: Washizu 

Starting in 1990, Washizu and Kurosawa began studies on manipulating and stretching 

DNA in high intensity ac electric fields between 40 kHz and 2 MHz generated by 

microfabricated electrodes63. They found that a high-frequency electric field would 

stretch DNA into a line, whereas its natural configuration is coiled. In 1995, Washizu and 
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co-workers described several possible applications of this technology64, such as size-

sorting long DNA (length > 10 kbp) which is difficult for conventional gel 

electrophoresis, laser cutting of DNA with spatial resolution determined optically, and 

measurements of the rate of exonuclease DNA digestion. Further work by Washizu and 

co-workers used DEP and showed, for example, that RNA polymerase actually slides 

along DNA molecules during genetic expression65-67,  that DEP works at the single DNA 

molecule level, not on aggregates68, restriction enzyme cutting of DNA oriented using 

DEP69, and the polarization of the fluorescent emission from dielectrophoretically 

stretched DNA70. In spite of all this outstanding experimental work, very little 

explanation was given of the electrical double layer in the DNA.  

3.1.6 DNA Manipulation: Other groups 

Since Washizu’s pioneering experiments in the early 1990’s, several other groups have 

convincingly demonstrated the dielectrophoretic manipulation of DNA. Asbury and co-

workers were able to manipulate DNA with a floating Au electrode geometry71-72 using 

frequencies between 5 Hz and 2 kHz. In contrast to Washizu’s experiments which clearly 

showed DNA to be stretched by DEP using higher frequencies, Asbury found for the 

lower frequency DEP can position DNA but does not stretch it.  

Ueda and co-workers found that DNA could be stretched but not positioned when a 

polymer solution (polyacrylamide) was used73-74; 10 Hz was the frequency used. They 

also found the required electric field strength to be 100 times smaller than that of 

Washizu and Asbury. 

In another recent work with floating electrodes, Chou and coworkers75 used insulating 

posts fabricated with micromachining techniques, and electrodes external to the device. 
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The slightly conductive solution served to enhance the electric field near the gaps 

between the posts, and DNA was found to be trapped there for voltages on the electrodes 

of roughly 1000 V and frequencies between 50 Hz and 1 kHz. The corresponding electric 

field strength was 105 V/m. In this work, the DNA was apparently not stretched at all, 

presumably because of the constricted geometry used. In contrast to the work of Asbury, 

Chou found that the trapping force increased with increasing frequency, and also 

calculated that the trapping force was roughly one femtonewton. 

In recent work76 Tsukahara and co-workers studied DEP of single DNA molecules using 

frequencies between 1 kHz and 1 MHz and field strengths around 104 V/m, using 

quadrupole electrode geometries. They found that the DNA underwent positive DEP (i.e. 

it was attracted to the high field regions near the edges of the electrodes) for frequencies 

between 1 kHz and 500 kHz, and negative DEP between 500 kHz and 1 MHz, in contrast 

with the findings of previous work. This is to date the only reported observation of 

negative DEP of DNA. Additionally, Tsukahara did not observe any stretching of the 

DNA with the application of an ac electric field. 

Namasivayam and co-workers recently used 1 MHz ac fields and thiol modified DNA to 

trap single DNA molecules to gold electrodes; they studied the stretching as a function of 

polyacrylamide concentration77. Holzel and co-workers also recently used DEP at 2 MHz 

and selective electrode functionalization to vectorially orient DNA molecules which 

bridged a gap between electrodes78-79. Germishuizen and co-workers oriented (stretched) 

surface immobilized DNA using 80 kHz – 1.1 MHz DEP80-81. Recently, Dewarrat and 

coworkers optimized the geometry of the lithographic structures to favor a precise 

positioning of DNA using 100 kHz – 1 MHz82.  
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The detailed mechanisms for the frequency dependence, electric field dependence, 

concentration dependence, pH and ionic dependence of the dielectrophoretic 

manipulation of DNA are still not explained in a systematic, quantitative way, and many 

of these dependences have yet to be quantitatively measured. In addition, none of these 

authors have measured the electrical properties of the DNA after manipulation. 

3.1.7 DNA and proteins: electrical properties 

Thus, while most of this research work focused on manipulating DNA and proteins, 

investigation of their electrical properties is still in its infancy. In 2000, Porath and co-

workers used positive dc DEP to putatively trap 10 nm long poly(G)-poly(C) double 

strands of DNA between Pt electrodes with 8 nm spacing48. Through a series of control 

experiments, Porath concluded that the trapped object was indeed DNA, and that its 

electrical properties were semiconducting. Many other researchers up to and since then 

have considered the electronic properties of DNA as a molecular wire. Since then, 

experiments performed by different research groups have indicated that DNA has 

insulating, semiconducting, metallic and even superconducting properties48,83-88. 

These differing results of the electrical properties of DNA indicate that effective methods 

should be set up for the measurements. As for the electrical properties of proteins, these 

biological nanostructures have yet (until now) to be interrogated electrically. Our work in 

this chapter represents the first step in this direction. Since various proteins have many 

differing chemical and mechanical properties, it can be argued that their electrical 

properties will be even more diverse (and hence interesting) than those of DNA. 
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3.1.8 This research work 

In this work, a technique is presented that may be useful for the electronic control of 

manufacturing devices at the molecular scale by controlling the position of DNA and 

proteins on a chip to fabricate simple electrical circuits (a conductor bridging a gap). We 

apply our technique to DNA and proteins to measure, for the first time, the conductance 

of DNA and proteins trapped between two electrodes using DEP by in situ monitoring the 

impedance change of the DNA and protein solutions in both solution and dry states. This 

technique contains the rudimentaries of single molecule transistor fabrication with an 

essentially nano-electrochemistry approach89-90. What is new about this work is: 

1) It is the first measurement of the conductivity of DNA after ac DEP manipulation 

2) It is the highest frequency DEP experiment to date on DNA by an order of 

magnitude 

3) It is the first ever measurement of the electrical properties of any protein 

4) It is the first measurement of the crossover frequency from positive to negative 

DEP of 20 nm diameter nanoparticles (previously the crossover frequency was 

measured for 93 nm nanoparticles and aggregates of 14 nm beads) 

5) It is a new application of an old technique (DEP) to fabricate nano-circuits using 

ac voltages at the molecular scale. 

In Figure 3.1, we show a scale drawing of the three objects manipulated in this 

article: nanoparticles, DNA, and BSA protein. Although we are taking the first initial 

steps in this work, it should be noted that these are mere “baby steps” towards electronic 

control of the assembly of matter into circuits at the molecular scale. 
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Figure 3.1: Scale drawing of objects manipulated in this chapter. 

3.2 Materials and methods 

3.2.1 Electrode design and fabrication 

For our experiments, electrodes were fabricated using photolithography onto microscope 

cover  slides. Ti(10 nm)/Au(100 nm) bilayers were deposited with electron-beam 

evaporation and lifted off in acetone. The geometry of the electrodes was designed for 

both positive and negative DEP experiments. For negative DEP, Huang and Pethig have 

shown that a planar, "quadrupole" electrode geometry allows the trapping of particles 

under the influence of negative DEP in the center of the electrodes, called the "trap." 91 

This is because there is an electric field gradient minimum in region of the center of the 

electrodes, and particles undergoing negative DEP are repelled from the higher field 

regions. 

We have also performed numerical simulations for our electrode geometry, which is 

slightly different from the geometry considered by Huang. We find that the electric field 

gradient is maximum in the region closest to the electrode edges. Thus, for particles 

which undergo positive DEP, they should be attracted to those regions. 
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3.2.2 Sample preparation 

Solutions containing either fluorescently labeled λ-phage DNA, BSA protein, or 20 nm 

latex beads were prepared as described below. An aliquot was placed on the cover slip 

with electrodes, which is then covered by a second slip. This configuration was necessary 

for the inverted microscope configuration used. An RF function generator (Stanford 

Research Systems model DS 345) was used to apply electric fields in the frequency range 

of 10 kHz to 30 MHz, and applied voltages of up to 10 Vpp.  

3.2.3 Optical interrogation 

The solution was imaged through an inverted Nikon TE200 microscope, equipped with a 

40x/1.3NA objective.  Fluorescent images used epi-illumination with a mercury arc lamp 

providing the excitation.  A back-illuminated, slow-scan, cooled CCD camera (AP7P, 

from Apogee Instruments) captured the images. 

3.2.4 Electronic interrogation 

After trapping, the low frequency (13 Hz) conductance between two electrodes was 

measured simultaneously while applying the ac electric field. The circuit used for the 

measurement is shown in Figure 3.2. The high frequency electric field was used to trap 

the DNA or protein between the electrode gaps. A small amplitude, ac voltage was 

simultaneously applied and a lock-in-analyzer (Stanford Research Systems model 

SR830) simultaneously measured the 13 Hz ac current. The 13 Hz current was monitored 

continuously as the solution dried in order to measure the conductance in both the wet 

and dry state. 
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Figure 3.2: Circuit for conductance measurements. 

In the experiments described in this chapter, the measured conductance corresponds to a 

large number of molecules trapped electronically between the electrode gaps. While the 

fluorescence imaging experiments clearly and unambiguously demonstrate the presence 

of a large number of molecules of either DNA or proteins present in the gap between the 

electrodes, it remains for future work to provide more quantitative estimates for the 

number of molecules trapped and to push to the single molecule limit33. In Figure 3.3, we 

show a schematic physical picture of the process of the DEP trapping. 
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Figure 3.3: Schematic of DEP trapping process. In this figure, the blue balls represent 

proteins and DNA. 

The impedance between the electrodes consists of two parts, which we indicate in Figure 

3.4: First, there is the impedance of the electrolyte, which is a complicated function of 

frequency. In particular, at low frequencies, this impedance is dominated by the 

capacitance of the electrode-electrolyte interface. This impedance, which has been 

described in detail in90, is not of prime interest in our work here. We are primarily 

interested in the fabrication of circuits, which can function even in the dry state, and at 

dc. The electrode-electrolyte impedance at dc forms a cell (battery) which we are not 

concerned with in this work. 

If the objects manipulated by DEP come into physical contact with both electrodes, then 

there will be a second, parallel conduction path, due to the impedance of the object itself. 

Generally, this impedance will dominantly be resistive, and hence relatively frequency 

independent. Because we are interested primarily in this resistive impedance, we chose a 

low probe frequency. However, we choose not to probe at dc, because the 
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electrochemical effects (polarization of the electrode) at dc would mask the resistive 

impedance we are interested in. Thus, the frequency of 13 Hz was chosen to measure this 

second, resistive component. 

Double layer Double layerElectrolyte

Changes when objects (DNA, proteins) 
manipulated by DEP bridge gap between 

electrodes.

“background” conduction

 

Figure 3.4: Effective circuit model for objects trapped using DEP between electrodes. 

 

3.3 Results: DNA 

3.3.1 DNA: optical measurements 

The DNA used in the experiments was λ-phage DNA (48.5 kilo-base pairs). The DNA 

solution was prepared as follows: λ-phage DNA (Promega Corporation, Madison, WI) 

was purchased in a buffer solution of 10 mM Tris-HCL, 10 mM NaCl, 1 mM EDTA, at a 

concentration of 500 μg/ml. The solution was diluted 5 x 105 times with D.I. water. 

SYBR green was then added to the solution for the fluorescence measurements. The 

suspension conductivity was 1 mS/m. 
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We observed that DNA under our experimental conditions undergoes positive DEP (i.e. 

is attracted to high electric field intensity regions) for a range of frequencies between 100 

kHz and 30 MHz. Below 100 kHz, no effect was observed. We did not observe DNA to 

undergo negative DEP under our experimental conditions. We show in Figure 3.5 images 

of successive on/off/on/off conditions of DNA which has been trapped in the high-field 

region between electrodes with a 10 μm gap. We clearly observe positive DEP (i.e. the 

DNA is attracted to high electric field intensity regions) over a range of frequencies 

between 100 kHz and 1 MHz. 

DNA

10 µm

 

Figure 3.5: Images of fluorescently labeled DNA. The four images were taken in 

on/off/on/off sequence in a time span of about 30 seconds. The applied voltage was 1 

MHz, 8 Vpp. 

We have repeated this experiment dozens of times with electrodes with central gaps of 5 

μm, 10 μm and 20 μm. With four electrode geometries with 50 μm gaps, we were unable 

to see any effect of the electric fields on the DNA for applied voltages of up to 8 V. This 
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is consistent with the scaling arguments presented above: large electrodes are less 

effective in trapping nano-sized objects than smaller electrodes. We have also been able 

to trap DNA using interdigitated, castellated electrodes with 10 μm gaps. DNA was only 

observed to undergo positive DEP with those electrodes, as well. 

3.3.2 DNA: electronic measurements 

λ-phage DNA stretched is 17 μm long, but in its native state it is a randomly coiled ball 

about 2-4 μm in diameter. In our experiments the gap between the electrodes was less 

than 5 μm at the nearest point, so we expect that the DNA is stretched out and connects to 

both electrodes. 

In a separate experiment, we applied an aliquot of solution to the electrodes and 

monitored the 13 Hz current as per the circuit diagram in Figure 3.2. A “background” 

current of 227 nA was measured in the absence of the high frequency signal, due to the 

background conductivity of the electrolyte, indicated in the dotted lines in Figure 3.4. 

This background signal is expected to be only weekly dependent on whether the DNA 

molecules bridge the gap between the electrodes on the surface of the sample. In fact, the 

reason we use D.I. water in the experiments presented in this work is to minimize this 

background conductance. 

Then, while monitoring the 13 Hz current in situ, a 1 MHz ac electric field was applied to 

trap DNA between the electrodes. Based on the optical interrogation measurements 

presented in the previous section, we are confident that the DNA is indeed collected 

between the electrodes. After trapping the DNA with the 1 MHz field, no change in the 

13 Hz current was measured within a resolution of 0.1 nA. We monitored the current as 

the solution dried over a period of 72 hours. After the solution dried the measured current 
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was below the noise level of the measurement (0.1 nA). This corresponds to an upper 

limit of 25 nS for the conductance indicated by the large resistor in Figure 3.4 for the 

DNA. This work represents the first such measurement of the conductance of DNA after 

trapping with an ac electric field. 

 

   

 

A      B 

Figure 3.6: A. Sample SEM image after drying when DNA solution was used. B. Sample 

SEM image after drying when only D.I. water was used. 
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In order to verify that the DNA is indeed trapped electronically, we have conducted a set 

of control experiments.  An aliquot of DNA solution with a concentration of 10-6 μg/ml 

was dropped onto one sample with quadrupole electrodes.  For a control sample, D.I. 

water was dropped onto a similar set of electrodes.  An ac bias of 8 V at 1 MHz was 

applied to both samples.  Both the DNA solution and D.I. water were dried in air while 

the voltage was still being applied.  The samples were then imaged in an SEM; the SEM 

pictures are shown in Figure 3.6.  The dark material between the electrodes shown in 

Figure 3.6A is not seen in the control electrodes shown in Figure 3.6B.  Since the DNA 

solution is composed of only λ-phage DNA and D.I. water, we believe that the dark 

material is DNA itself. 

3.4 Results: Proteins 

3.4.1 Proteins: optical measurements 

For the protein experiments, the sample was prepared as follows: Bovine serum albumin 

(BSA, molecular weight 68kD) labeled with tetramethylrhodamine (Molecular Probes, 

Eugene, OR) was dissolved in D.I. water at a concentration of 1 mg/ml and centrifuged. 

The supernatants were diluted to 1 μg/ml with D.I. water. The suspension conductivity 

was 1 mS/m. 

We observed that BSA underwent positive DEP for frequencies between 50 kHz - 5 

MHz. Negative DEP was not observed at lower frequencies under our experimental 

conditions. The frequency range of 200-300 kHz was observed to be most effective at 

attracting the BSA to the high-electric field regions. We show in Figure 3.7 images of 

successive on/off/on/off conditions of BSA which has been trapped in the high-field 
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region between electrodes with a 10 μm gap. We clearly observe positive DEP (i.e. the 

BSA is attracted to high electric field intensity regions) over a range of frequencies 

between 50 kHz and 5 MHz. We have repeated this experiment dozens of times with 

electrodes with central gaps of 5 μm, 10 μm and 20 μm. With four electrode geometries 

with 50 μm gaps, we were unable to see any effect of the electric fields on the BSA for 

applied voltages of up to 8 V. 

BSA

10 µm

 

Figure 3.7: Images of BSA protein in a span of about 30 seconds. f=200 kHz, amplitude 

= 8 Vpp. 

3.4.2 Proteins: electronic measurements 

In its folded state BSA should be roughly spherical in geometry with diameter of order 10 

nm.  Previous work of Washizu has shown that high intensity electric fields can change 

the conformational state of certain proteins93, however the effect of the high-intensity 

electric field on BSA is unknown. While we were unable to image single BSA molecules 
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under our current experimental setup, it is clear that a large number of BSA molecules 

were attracted to the gap between the electrodes. With this in mind we measured the 

conductance at 13 Hz to determine whether it was possible to electrically interrogate the 

BSA. 

In a separate experiment, we applied an aliquot of protein solution to the electrodes and 

monitored the 13 Hz current as per the circuit diagram in Figure 3.2. A “background” 

current of 2.5 nA was measured in the absence of the high frequency signal, due to the 

background conductivity of the electrolyte, indicated in the dotted lines in Figure 3.4. 

(This background current was less than the background current in the case of the DNA 

because we used smaller aliquot of solution). This background signal is expected to be 

only weakly dependent on whether the protein molecules bridge the gap between the 

electrodes on the surface of the sample. 

Then, while monitoring the 13 Hz current in situ, a 1 MHz ac electric field was applied to 

trap protein between the electrodes. Based on the optical interrogation measurements 

presented in the previous section, we are confident that the protein is indeed collected 

between the electrodes. After trapping the protein with the 1 MHz field, no change in the 

13 Hz current was measured within a resolution of 1 pA. We monitored the current as the 

solution dried over a period of 24 hours. After the solution dried the measured current 

was below the noise level of the measurement (0.1 nA). This corresponds to an upper 

limit of 0.25 nS for the conductance indicated by the large resistor in Figure 3.4. This 

work represents the first such measurement of the conductance of any protein after 

trapping with an ac electric field. 
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3.5 Results: Nanoparticles 

In a final set of experiments we were able to use DEP to manipulate fluorescently labeled 

latex beads of diameter 20 nm (Molecular Probes, Eugene, OR) suspended in D.I. water. 

The suspension conductivity was 1 mS/m. Latex beads have served as an ideal test-bed 

for the use of DEP at the micron and submicron scale24,25,94 and serve as convincing 

evidence that under our experimental conditions it is indeed possible to manipulate 

submicron objects. 

For the 20 nm beads, we found that the beads undergo positive DEP for frequencies 

between 500 kHz and 22 MHz, while above 22 MHz the beads undergo negative DEP. 

We show in Figure 3.8 an image of beads undergoing negative DEP, with an applied 

frequency of 22 MHz. The beads are seen to be trapped in the center of the electrodes. In 

Figure 3.8, we show an image of beads under the influence of positive DEP, where they 

are clearly seen attracted to the region of high electric field intensity between the 

electrodes. 

 

Figure 3.8: 20 nm latex beads shown trapped in the center of the electrodes due to 

negative DEP. 

10 m

20 nm beads

5 µm

10 Vpp 
22 MHz 
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Figure 3.9: 20 nm latex beads shown attracted to high electric field regions between the 

electrodes. 

3.6 Summary of results: DEP Spectrum 

In Figure 3.10 below, we show the resulting spectrum for positive vs. negative DEP for 

the three objects measured. This is the DEP “spectrum”. 
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Figure 3.10: DEP spectrum, showing frequency regions where positive (+) and negative 

(-) DEP were observed. 30 MHz was the upper frequency limit for our electronics. 
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3.7 Discussion: Nanoparticles 

We begin our discussion of the nanoparticle results, as they are the simplest to interpret. 

A key initial question is whether the nanoparticles form aggregates. Previous research 

using DEP on 14 nm latex beads found that the particles form aggregates94, while work 

on single 93 nm beads was reported in25. Because of the spatial resolution limits of 

optical microscopy it is very difficult to determine if aggregates are formed using optical 

microscopy alone. However, we have independent evidence that, under our experimental 

conditions, the 20 nm beads do not form aggregates. In a separate experiment92, we used 

nanotube electrodes to trap 20 nm beads and then imaged them with a scanning electron 

microscope. Under the SEM, we see no evidence whatsoever for aggregation. Thus, we 

believe the 20 nm beads are not aggregated. 

The frequency dependence of the nanoparticle experiments is given in Figure 3.10; in 

sum we find positive DEP at frequencies below 22 MHz and negative DEP at frequencies 

above 22 MHz. In order to interpret this result, we use Eqs. 1-5 as the basis for our 

analysis. Our experimental result for the crossover frequency corresponds theoretically to 

the frequency at which the Clausius-Mosotti factor crosses from positive to negative. 

The frequency dependence of the Clausius-Mossotti factor (Eq. 2) is determined by the 

frequency dependence of the complex medium and particle dielectric constants. The real 

part of the medium dielectric constant can be taken as 78.5 and independent of frequency 

over the range of interest. Similarly, the real part of the dielectric constant of the 

nanoparticles can be taken as 2.55, and independent of frequency over the range of 
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interest. The frequency dependence of the C.M. factor is thus determined entirely by the 

imaginary part of the dielectric constants, which we discuss next.  

For the medium, the conductivity is known, so the imaginary part of the medium 

dielectric constant is known. For the nanoparticle, the bulk conductivity is negligible. 

However, the surface of the nanoparticle has a negative static charge density, which 

attracts counter-ions from the solution. These can be bound to the surface of the 

nanoparticle (the Stern layer) or occur as a diffuse cloud. Eq. 5 provides a means of 

estimating the effect of both these counter-ion concentrations, provided an effective 

surface conductivity (Ks) is known for these counter-ions. In general predicting the 

numerical value of Ks is difficult. Green and Morgan measured its value on larger 

nanoparticles (93 nm – 557 nm) and found it to be of order 1 nS27. If we assume this 

value is appropriate also for the 20 nm nanoparticles in our experiments, we can predict 

the frequency-dependent C.M. factor for our experiments. This prediction is shown in 

Fig.11 below. The predicted crossover frequency (which can also be calculated 

analytically from Eq. 4) of 30 MHz is close to our experimentally measured crossover 

frequency of 22 MHz. Given the fact that the surface conductivity Ks is not known 

independently, this is a reasonable agreement with previous experiments and theoretical 

predictions. 

While we do not know whether the surface conductance is due predominantly to the 

bound or diffuse counter-ions, the agreement between the theoretical and experimental 

crossover frequency seems to indicate that bound counter-ions contribute the dominant 

portion. The diffuse cloud of counter-ions extends a Debye length between the particle 

and medium. The Debye length is given by: 
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For our solutions, this corresponds to 100 nm, much larger than the particle diameter. In 

our prediction for the crossover frequency, we have neglected the finite thickness of the 

diffuse cloud of counter-ions, and we still find reasonable agreement with experiment. 

The bound counter-ions will not significantly change the effective diameter of the 

nanoparticle for the DEP crossover frequency used in Eq. 5. This leads us to conclude 

that bound counter-ions dominate the surface conduction Ks. 

Our experiments were performed in a medium with low conductivity, 1 mS/m. Based on 

Eq. 4, we can predict the dependence of the crossover frequency on the medium 

conductivity. This prediction, together with our experimentally measured crossover 

frequency, is shown in Figure 3.12 below. Armed with this understanding of the 

frequency dependence of DEP of the 20 nm beads and the effect of the charge double 

layer, we move on next to analyze the experiments on the proteins. 
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Figure 3.11: Frequency dependence of the Clausius-Mossotti factor, assuming a surface 

conductance of Ks = 1 nS. 
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Figure 3.12: Predicted dependence of DEP crossover frequency on suspension 

conductivity. 
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3.8 Discussion: Proteins 

Our analysis of the protein DEP measurements proceeds along the lines of the 20 nm 

nanoparticle measurements. For simplicity we model the albumin protein as a sphere of 

diameter 5 nm; this should be expected to yield semi-quantitative results. Using this 

model allows us to apply the analysis based on Eqs. 1-6 for spherical particles. For our 

protein experiments, the charge double-layer and surface conductivity play a critical role. 

As with the latex bead experiments, the surface conductivity of the bound or diffuse 

counter-ions is difficult to predict from first principles. If we use our results from the 20 

nm latex beads as guide, we can estimate a reasonable value for the surface conductivity 

of 1 nS. Based on this estimate, and assuming the bulk conductivity of the protein is 

negligible, we calculate a spectrum for the C.M. factor shown as the blue curve in Figure 

3.11. (This curve is insensitive to the numerical value of the real part of the dielectric 

constant for the protein.) This curve, and also Eq. 4, predicts a crossover frequency of ≈ 

100 MHz, which is larger than the frequency range used in these experiments. This is 

entirely consistent with our experimental results: we observe only positive DEP for the 

proteins measured up to 30 MHz, i.e. we observe a positive C.M. factor. 

We are now in a position to integrate our nanoparticle experiments, those of Green and 

Morgan, and our protein experiments into a unified understanding of the role of the 

double-layer and particularly the surface conductance in determining the cross-over 

frequency for the application of DEP to nanoparticles. In Figure 3.13 we plot our 

measured crossover frequency (in the low suspension-conductivity limit) as a function of 

particle diameter, as well as that measured by Green (Green and Morgan, 1999) for larger 
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diameter nano-particles. Remarkably, the data are all consistent with Eq. 4, assuming a 

surface conductance of 1 nS. 

 

 

Figure 3.13: Crossover frequency vs. particle diameter in the low suspension 

conductivity limit. The measurement for the protein crossover frequency corresponds to a 

lower limit only, limited by the electronics used, thus the bar. 

 

3.9 Discussion: DNA 

Unlike proteins, DNA cannot be reasonably modeled as a spherical particle. Under the 

influence of DEP it is known the DNA is stretched into a long, thin configuration, i.e. it is 

not randomly coiled. In this section, we provide some elementary discussions of the DEP 

on DNA, using a simple model for the surface conductivity as we did for the proteins. 

The failure of this simple model to explain our experimental results indicates that a 
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fundamental understanding of the mechanism of DEP in manipulating DNA is still 

lacking. 

The polarization factor used in Eq. 1, and hence the Clausius-Mossotti factor given in Eq. 

2, are only applicable to spherical particles. In this section we model DNA as an ellipsoid 

which allows us to use analytical results for the polarization. Based on the induced dipole 

for an ellipsoid, which can be calculated analytically95, we define an “effective” Clausius-

Mossitti factor, given by17: 
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where A is the depolarization factor. For an ellipsoid with cylindrical symmetry, it can be 

shown that A is given by: 
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and a and b are the major and minor axis of the ellipsoid. 

A question which arises in this context, which has not been addressed to our knowledge, 

is what effect the charge double layer and the surface conductivity plays in the case of 

DEP of an ellipsoidal object. O’Konski has provided general arguments (Okonski, 1960) 

that the induced dipole moment can be calculated using the effective C.M. factor given in 

Eq. 8, provide the particle conductivity is given by an analog of Eq. 5: 
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Here b is the minor axis of the ellipsoid.  

We now discuss the implications of O’Konski’s model in the case of DEP: First, and 

most importantly, the effective C.M. factor given by Eq. 8 is no longer bound between +1 

and -0.5 as is the case with a spherical particle. This is consistent with the well-known 

polarizability of long, oblate objects. Second, the cross-over from positive to negative 

DEP is a non-trivial function of the particle geometry and surface conductivity. In order 

to illustrate this, we have calculated the effective C.M. factor for a reasonable model of 

stretched DNA: We assume b = 2 nm, a = 18 μm, and KS = 1 nS. We also assume a 

medium conductivity of 1 mS/m. Based on this model, we plot in Figure 3.14 the C.M. 

factor vs. frequency. A crossover frequency from positive to negative DEP is predicted at 

6 MHz, and a large polarizability is predicted at low frequencies. In our prediction we did 

not take into account the Debye length, which is of order 100 nm for low conductivity 

solutions. If we assume the double-layer has a finite thickness of order 100 nm (by taking 

b = 100 nm), with surface conductivity still of order 1 nS, the crossover frequency is still 

of 1 MHz. The crossover frequency is only weekly dependent on the medium 

conductivity and surface conductivity. To our knowledge, the C.M. factor for an ellipsoid 

which takes into account O’Konski’s prediction for the surface conductivity of the 

double-layer has not been previously considered. 
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Figure 3.14: Calculated effective C.M. factor for DNA, assuming an ellipsoidal model 

with a = 2 nm, b = 18 μm, Ks = 1 nS. 

The large, low frequency polarizability is consistent with much of the work on DEP 

manipulation of DNA to date, as discussed in the introductory section. However, the 

crossover frequency is in disagreement with our experiments, as well as almost all 

published experiments on DNA. In our experiments show that DNA undergoes positive 

DEP up to 30 MHz, whereas all previous experiments on DEP of DNA were done below 

2 MHz. In this sense our experiments extend the range of data for DEP of DNA by over 

an order of magnitude in frequency. 

In our experiments, the gap between electrodes is less than the stretched length of DNA. 

Thus, the mathematical treatment of DNA as a simple point-dipole should not be 

expected to give quantitatively meaningful results; the method of moments in this case 

should be replaced by a different, perhaps numerical technique. However, this does not 



53 
 

explain the discrepancy with other experiments, for example Washizu’s, where the 

distance between electrodes was much larger than the length of the stretched DNA. We 

are thus led to conclude that a simple model of DNA as an ellipsoid with an electrical 

double-layer at the surface described by a surface conductivity simply fails to explain 

many experimental results, ours included. A fundamental understanding of the molecular 

basis of DEP manipulation of DNA is still lacking. 

 

3.10 Conclusions 

In this work we have described the electronic manipulation of proteins, DNA, and 

nanoparticles, and applied these for the first time to measure an upper limit on the 

conductance of DNA and protein molecules that were manipulated with DEP to bridge a 

gap between electrodes. Our measurements find that DNA and protein is very insulating. 

Based on former work by Green and Morgan, we have applied a unified description of 

the double-layer and its effect on the crossover frequency of nanoparticles and proteins, 

remarkably consistent with previous experiments on DEP manipulation of somewhat 

larger nanoparticles. Finally, we have pointed out the lack of a fundamental 

understanding of the DEP manipulation of DNA, and argued that the current model of a 

simple surface conductivity due to a charge double layer is not consistent with 

experiment. Looking generally towards the future, our technique for electronically 

controlled circuit assembly presented herein may be useful for shorter DNA strands or 

other molecular scale devices, especially when integrated with nanowire and nanotube 

electrodes33,51,92. 
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CHAPTER 4  

MANIPULATING NANOPARTICLES IN SOLUTION WITH 

ELECTRICALLY CONTACTED NANOTUBES USING 

DIELECTROPHORESIS 

 

4.1. Introduction 

Dielectrophoresis is an electronic analogue1,2 of optical tweezers3 based on the same 

physical principle: an ac electric field induces a dipole moment on an object in solution, 

which then experiences a force proportional to the gradient of the field intensity. For both 

types of tweezers, this force must compete with thermal Brownian4 motion to be 

effective, which becomes increasingly difficult as the particle size approaches the 

nanometer scale. Here we show that this restriction can be overcome by using the large 

electric field gradient in the vicinity of a carbon nanotube to electronically manipulate 

nanoparticles down to 2 nm in diameter. 

The physical principles of self-assembly that give rise to complicated three dimensional 

structures on the nanometer scale in both biological and synthetic systems have been 

studied extensively5, 6. The forces at work include non-covalent inter and intra-molecular 

interactions, i.e. hydrogen bonding, Van der Waals, metal-ligand interactions, π- π 

stacking, and hydrophobic vs. hydrophilic interactions. These bottom-up principles of 

self-assembly, while efficient and economical, generally are passive, i.e. they are 

controlled only by macroscopic quantities such as temperature, pH, and solvent 
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concentration. It would be a distinct advantage if this assembly process could be actively, 

electronically controlled, especially with nanometer spatial resolution. In this regard, top-

down approaches to the manipulation of matter have been successful at the nanometer 

scale only with AFM/scanned probed technologies, which are difficult to scale to a 

massively parallel environment, such as that envisioned in the nascent field of molecular 

electronics. 

In a separate, related research theme, the use of electric fields generated by an external 

voltage source to actively manipulate the locations of nanometer scale objects and large 

molecules such as DNA and proteins is well known from conventional, established 

techniques such as gel electrophoresis. Here, the electrodes used are typically 

macroscopic in size, i.e. many cm. A recent variant on this research theme is the 

integration of microelectronic fabrication techniques such as photolithography to 

fabricate electrodes with dimensions on the order of mm or hundreds of micrometers7, 8. 

In these electrophoresis techniques, charged species respond via the coulomb force to dc 

electric fields. As a result, a limitation of the technique is that neutral species are 

unaffected and hence cannot be manipulated. 

One available technique to electronically manipulate the position of both neutral and 

charged species in solution is to use ac electric fields, a technique called 

dielectrophoresis1. The physical principles of dielectrophoresis are well-established. If a 

polarizable object is placed in an electric field, there will be an induced positive charge 

on one side of the object an induced negative charge (of the same magnitude as the 

induced positive charge) on the other side of the object. The positive charge will 
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experience a pulling force; the negative charge will experience a pushing force. However, 

in a non-uniform field, the electric field will be stronger on one side of the object and 

weaker on the other side of the object. Hence, the pulling and pushing forces will not 

cancel, and there will be a net force on the object. This is the dielectrophoresis (DEP) 

force. 

The key physical insight in this work is that we use carbon nanotubes as the electrode to 

generate the electric field gradient; the nanotubes are electrically contacted by 

lithographically defined metal electrodes, which are far away from the region of interest, 

so that the fields from the metal electrodes are numerically insignificant compared to the 

fields generated by the nanotube itself. Since the electric field gradient in the vicinity of a 

nanotube is large, nanoparticles as small as 2 nm in diameter can be manipulated in spite 

of the large tendency for random, thermal Brownian motion important for such small 

particles. This is an order of magnitude smaller than previous nanoparticles that were 

manipulated with lithographically defined electrodes, and represents the first use of 

nanotube electrodes in dielectrophoresis. Because this allows an electronic link to the 

nanometer world, this technology may find applications as a component of massively 

parallel, actively controlled nano-manufacturing platforms, and generally speaking may 

provide a bridge between top-down and bottom-up approaches to nanotechnology. 

 

4.2. Theoretical Background 

4.2.1 Quantitative Force Predictions 

In an electric field E
r

, a dielectric particle behaves as an effective dipole with (induced) 

dipole moment pr  proportional to the electric field, i.e.  
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                                                                  Ep
rr

∝             (1) 

The constant of proportionality depends in general on the geometry of the dielectric 

particle. In the presence of an electric field gradient, the force on a dipole is given by 

                                             ( )EpF
rrrr

∇⋅= (2) 

Combining the two equations, and using known results for the relationship between pr  

and E
r

 for a spherical particle of radius r and dielectric constant εp, and taking into 

account the liquid (medium) dielectric constant εm, it can be shown that the force acting 

on a spherical particle (the dielectrophoresis force) is given by1, 9  

                                       ( )22 ( )DEP m RMSF v K Eπ ε ω
→

= ∇
r r

          
(3)  

where v is the volume of the particle, RMSE
r

 the RMS value of the electric field (assuming 

a sinusoidal time dependence),  and K(ω) the real part of what is called the Clausius-

Mosotti factor, which is related to the particle dielectric constant εp and medium 

dielectric constant εm by  

                                  
* *

* *( ) Re
2

p m

p m

K
ε ε

ω
ε ε

⎡ ⎤−
≡ ⎢ ⎥+⎢ ⎥⎣ ⎦ (4)

 

Here the star (*) denotes that the dielectric constant is a complex quantity, and it can be 

related to the conductivity σ and the angular frequency ω through the standard formula: 

                                             * i σε ε
ω

≡ −
(5)

 

When appropriately applied, equation 5 also takes into account surface conductances10 of 

the particles and the electrical double layer formed at the interface between the particle 

and the medium. 
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4.2.2 Frequency Dependence 

For spherical particles, the Clausius-Mosotti factor K(ω) can vary between -0.5 and +1.0. 

When it is positive, particles move toward higher electric field regions, and this is termed 

positive dielectrophoresis. When it is negative, the particles move toward smaller electric 

field regions, and this is termed negative dielectrophoresis. Since K(ω)  is frequency 

dependent, both positive and negative DEP can be observed in the same system by 

varying the frequency. 

 

4.2.3 Brownian Motion 

In addition to DEP forces, small particles also undergo thermal Brownian motion4. This 

can be treated as an effective random force whose maximum value is given roughly by  

                                                    
3/thermal BF k T v=             (6) 

where kB is the Boltzmann constant, T the temperature, and v the particle volume. In 

general, there are two regimes of operation for DEP: First, when DEP forces exceed the 

thermal force. In this case the motion is determined primarily by the DEP force with 

small, random deviations. In the second case, where the Brownian motion dominates, the 

particle trajectory is mostly random, with a small tendency to move in the direction of the 

DEP force. According to equation 3, the DEP force for a spherical particle scales as the 

radius cubed, whereas according to equation 6 the thermal force scales as the inverse 

radius. Therefore, for very small particles, the thermal force will dominate. As equation 3 

shows, the DEP force depends primarily on the particle size and the gradient of the 
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electric field intensity. The field gradient is determined by the electrode geometry, which 

we now discuss; it is the prime focus of our work. 

4.2.4 Electrode Geometry 

What generates the electric field and, more importantly, the electric field gradient 

quantified in equation 3? Generally, this is achieved by two metal electrodes with an 

applied ac voltage. In this case, the order of magnitude of the electric field is set by the 

applied voltage divided by the spacing between the electrodes. The gradient is more 

sensitive to the details of the electrode geometry. 

Historically1, the use and study of dielectrophoresis was between a sharp pin and a flat 

surface, because that is the easiest geometry in which one can create a strong field 

gradient, hence a strong dielectrophoretic force. From this geometry, assuming a 500 

micron radius for the tip of the pin, 5,000 V for the applied voltage, and 1 mm for the 

particle distance from the electrode, Pohl predicted that for particles smaller than 500 nm 

the DEP force would be negligible compared to Brownian motion1. 

Since the advent of optical and then electron-beam lithography, the use of micro-

fabricated planar metal electrodes on insulating substrates has achieved much more 

attention, since it allows many different flexible geometries to be designed, tested, and 

used. Moreover, by using small gaps between electrodes, large electric field strengths can 

be achieved, thus further increasing (in general) the achievable dielectrophoretic force. 

The manipulation of spherical nanoparticles down to about 15 nm has been achieved 

using lithographically defined electrodes, including both metallic and insulating 

nanoparticles. (A recent review contains exhaustive references to the scholarly literature 

covering the manipulation of nanoparticles with lithographically defined electrodes2.) 
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Nanoparticles smaller than this have not been manipulated because, even with 

lithographically fabricated electrodes, the field gradients are not large enough to allow 

the magnitude of the DEP force to overcome thermal motion for nanoparticles smaller 

than about 15 nm in diameter. 

 

4.2.5 DEP Forces on Prolate Objects 

We turn next to the discussion of prolate objects. Equation 3 applies to spherical 

particles, but it is well known that long, thin objects have enhanced polarizability. For 

DEP, this means that objects with a few nm diameter that are of order microns in length 

can still be manipulated by electrical field gradients generated by lithographically 

fabricated electrodes. Three interesting cases are DNA, nanotubes, and nanowires. 

Experimentally, it has been possible to align these objects with DEP and then cause them 

to bridge the gap between two lithographically fabricated electrodes, thus making 

electrical contact. Although extensive research has been performed on the manipulation 

of DNA13, nanotubes14-25, and nanowires26-28 using electric fields generated from 

lithographically fabricated metal electrodes, that is specifically not the topic of this work, 

as we discuss next. 

 

4.2.6 Carbon Nanotubes as Electrodes  

All DEP studies to date have used lithographically fabricated metal electrodes to generate 

the electric field gradients, and therefore have been limited as to the smallest particle size 

they can manipulate. The key physical insight in this work is that we use carbon 

nanotubes as the electrode to generate the electric field gradient; the nanotubes are 
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electrically contacted by lithographically defined metal electrodes. Hence, in this work 

we are able to manipulate nanoparticles with nano-electrodes down to 2 nm in diameter 

using dielectrophoresis, an order of magnitude smaller than previous nanoparticles that 

were manipulated. A schematic diagram indicating this principle is shown in Figure 4.1.  

)(~ 2
ACEF
rrr

∇

ACE
r

nanotube

nanoparticle

 

Figure 4.1: Schematic geometry showing the electrically contacted nanotube as the 

electrode. Except near the ends (which are usually covered by thin film electrodes), the 

nanoparticles experience an inward radial force towards the surface of the nanotube. 

 

4.3 Experimental Methods 

4.3.1 Sample Fabrication.  

The carbon nanotubes were grown with chemical vapor deposition from lithographically 

defined catalyst sites, after Kong29. Using conventional photolithography we fabricate 

wells directly in photoresist (Shipley 1827) on a 4" oxidized (300 nm) silicon wafer (100, 

n-type, resistivity 5-10 Ω-cm), or onto quartz slides. Next, 2.0 g of alumina nanoparticles 

(Degussa, aluminum oxide C), 2.5 mmol of  Fe(NO3)3 · 9H2O (Aldrich), and 0.7 mmol of 

MoO2(acac)2 (Aldrich) are added to 60 ml D.I. water in sequence while violently stirring. 

Since the Fe(NO3)3 is soluble in water, spinning this solution directly onto the wafer 

would remove most of the Fe. This would be an undesirable consequence, since the Fe 

plays a crucial catalytic role in the nanotube growth. To alleviate this problem, 15 ml of 
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ammonia (concentrate) was slowly dropped into the mixture above. This caused the 

formation of Fe(OH)3, which precipitates. The mixture was stirred for 24 hours followed 

by sonication for 3 hours, resulting in a suspension of 1.25 mmol Fe2O3/0.7 mmol 

MoO3/2.0 g alumina and water.  Two drops of this suspension were deposited onto the 

patterned photoresist. After spinning on the suspension at 3400 rpm for 40 seconds, and 

after a 100 C 20 minute bake, lift-off of the photoresist in acetone led to the final sample 

with catalyst pattern ready to carry out CVD. 

CVD was carried out using a 3" Lindberg furnace. A gas recipe that favors the synthesis 

of ultra-long and high quality SWNTs was adopted in the experiment. After heating up 

the 3" quartz tube to 900 C under an argon atmosphere, the argon was replaced by a co-

flow of 1000 sccm methane (99.999%), and 200 sccm hydrogen for 12 minutes. All the 

processes were performed under manual control, including purging Ar, increasing the 

temperature, flowing active gases and cooling down the system in the Ar atmosphere 

again. After CVD, we find our nanotubes are strongly Van der Waals bound to the 

surface, and stay that way for the rest of the sample preparation and DEP experiments. To 

be clear, in contrast to previous work where metal electrodes were used to manipulate 

nanotubes freely suspended in solution (see II.5), our nanotubes are firmly bound to the 

surface and do not move during the entire course of the experiments. 

As-obtained samples were characterized by a scanning electron microscope (SEM) 

(Hitachi S-4700) using beam energies of 1 keV. Typical nanotube lengths were between 

1 and 50 microns in length. AFM images of growth results show that the diameter of as 

grown nanotubes is less than 1.5 nm. Thus we infer that the nanotubes grown from the 

nanoparticle catalysts are single walled nanotubes (SWNTs). 
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Figure 4.2: SEM image of typical nanotube contacted electrically with Au/Ti bi-layer, 

before the DEP experiments. 

 

After the location of the nanotubes with respect to the catalyst pads was determined under 

SEM, optical lithography was used to electrically contact the nanotubes using thermal or 

electron-beam evaporation of 10nm Ti/100 nm Au and liftoff. The catalyst pads were 

used as optical alignment marks. The electrode geometry included a 5-10 micron gap 

between two Au electrodes. Each Au/Ti electrode was electrically contacted with a 25 

micron gold wire using bond pads ~ 1 mm2 located approximately 1 cm away from the 

gap. Figure 4.2 shows an SEM image of a sample after electrical contact. In some cases, 

more than one nanotube was contacted on both ends. In other cases, a nanotube would be 

contacted by one electrode but not the other. Additionally, there were cases where 

nanotubes were near the electrodes, but not contacted at all. Some typical cases are 

indicated schematically in Figure 4.3. 
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A

B

 

Figure 4.3: Schematic of electrode geometry for studies presented in this work. A) 

Nanotube electrically contacted on both ends. B) Nanotube electrically contacted on one 

end only. For this case, the nanotube in may point in a random direction. 

 

4.3.2 Nanoparticle Suspensions 

Two types of nanoparticles suspensions were used in this work: Polystyrene 

nanoparticles of diameters 20 and 100 nm, and Au nanoparticles of diameters 2 and 10 

nm. For the polystyrene nanoparticles, suspensions of commercially available (Molecular 

Probes, Inc.) carboxylate-modified, fluorescently labeled polystyrene nanoparticles 

(d=20nm or 100 nm) were diluted 104 times with D.I. water (18 MΩ-cm) to a density of 

approximately 1011 particles/mL. (The as-purchased nanoparticles were suspended in 2 

mM sodium azide; the sodium azide was thus also diluted to 200 nM.) For the Au 

nanoparticles, suspensions of commercially available (Ted Pella, Inc.) colloidal Au (d=2 
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nm or 10 nm) were diluted 109 times with D.I. water (18 MΩ-cm) to a density of 

approximately 105 particles/mL. No electrolyte was used in either suspension. 

 

4.3.3 Experimental Protocol  

In our experiments, electrical connection to the nanotubes is achieved by evaporated 

Au/Ti electrodes as described in section III.1. Samples were rinsed in methanol and D.I. 

water before the experiments. Au wires are soldered to the Au/Ti electrodes with In 

solder, and then connected to a function generator (Stanford Research Systems, model 

DS 345). An aliquot of suspension (6 μL) is dropped onto the chip containing the 

electrically contacted single walled carbon nanotubes. The implications of this geometry 

on the electric field distribution will be discussed in the next section. 

Several protocols were tested to see if they were suitable for DEP manipulation. All 

protocols involved the application of an ac voltage to one gold electrode after dropping 

the aliquot onto the sample, while the other gold electrode was grounded. The aliquot 

covered the nanotubes and part of the gold electrodes. In some experiments the sample 

was allowed to dry in air while the ac voltage was applied. In some experiments, a cover 

slip was used and the solution was allowed to dry while the ac voltage was applied. In 

some experiments, the ac voltage was turned off before the solution dried, and a D.I. 

water rinse was applied, which was then allowed to dry. 

An sinusoidal ac voltage is applied at 500 kHz for the polystyrene nanoparticles and 500 

kHz -10 MHz for the Au nanoparticles, both with amplitude of 4-20 Vpp. The frequency 

was chosen low enough to be in the positive DEP region, but high enough so the 

electrolysis would not occur. Prior experiments in our lab on DEP manipulation of 
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polystyrene nanoparticles using lithographically fabricated gold electrodes found a 

crossover from positive to negative DEP at 5 MHz for 100 nm nanoparticles, and 20 

MHz for 20 nm nanoparticles13, so that our experiments should be in the positive DEP 

region. This means the particles will be attracted to regions of highest field intensity. As 

we discuss below, this is at the surface of the nanotube. During the experiments, the ac 

current was not measured, but can be estimated. Typical resistances of nanotubes for this 

work are on the order of 100 kΩ − 1 ΜΩ, so that the current flowing through the 

nanotube is of order 10 μA. Since the suspending solution was D.I. water, the ac 

electrical current flowing through the colloidal suspension is assumed to be negligible. 

In some experiments where quartz was used as the substrate, the sample was imaged 

through an inverted Nikon TE200 microscope, equipped with a 20x/1.3NA objective. 

This was done during the application of the ac voltage. Fluorescent images used epi-

illumination with a mercury arc lamp providing the excitation. A Nikon Coolpix 995 

camera captured the images. 

 

4.3.4 Post-DEP Characterization Techniques 

 After DEP manipulations, the samples were characterized in either an SEM (Hitachi S-

4700) or an AFM (Digital Instruments, Multimode) in tapping mode. SEM imaging on 

insulating substrates (such as quartz) can be complicated by substrate charging effects. 

Therefore, for some samples, a thin layer (10 nm) of Au is sputtered onto the sample to 

enhance the SEM image contrast. 
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4.3.5 Electric Field Distribution  

Since our nanotubes are several microns long, most nanoparticles will be very far from 

the ends of the nanotube compared to the size of the nanoparticle and the diameter of the 

nanotube. For this reason, we focus mainly on the electric field distribution for positions 

very far from the ends of the nanotubes. In this case, the electric field direction will be 

primarily radial, as will the direction of the gradient and hence DEP force. Effects of the 

nanotube ends will be discussed later in this section. Therefore, most nanoparticles 

experience a predominantly inward radial force, independent of the position along the 

nanotube. 

In order to estimate the magnitude of the DEP force, it is necessary to know the electric 

field distribution, especially the gradient. In this work, we focus on using physical insight 

and model geometries. This allows estimates of scaling laws and semi-quantitative force 

calculations.  Figure 4.4 shows the geometry of interest. For the purposes of this work we 

model the nanotube as a metal wire with diameter of 1 nm. While nanotubes are not 

perfect metals, this approximation is sufficient to approximate the spatial electric field 

distribution. 

The boundary condition at the surface of a metal is that the electric field is perpendicular 

to the surface. This means the fields at the surface of a nanotube (in our toy model) will 

point radially. In order to understand from a qualitative perspective the field gradients in 

the vicinity of a nanotube, we consider Figure 4.4 in more detail. This geometry is 

appropriate for our experiments performed on oxidized Si wafers. Since the Si wafer is 

doped, it can be considered a good conductor, hence an equipotential (i.e. a ground 

plane). The distance from the nanotube to the doped Si is about 300 nm, whereas the 
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nanotube diameter is about 1 nm. Therefore, we can consider the limit where h >> d. In 

this case, and when the nanotube length is much larger than h, the radial electric field 

close to the nanotube is given approximately by: 

         1 ˆ
ln(4 / )

RMS
RMS

VE r
h d r

≈
r

,              (7) 

where VRMS is the RMS ac voltage applied to the nanotube, r is the radial distance away 

from the center of the nanotube, and r̂  is a unit vector pointing in the radial direction. 

From this, we can calculate the gradient of the electric field squared, finding: 

    ( )
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2
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.          (8) 

The key point of this work is that, because the field gradient and hence DEP force scale 

as 1/r3, and because r can be in the nanometer regime when carbon nanotubes are used 

as electrodes, the DEP force can overcome Brownian motion even for the smallest of 

nanoparticles. 

 

Based on this simple calculation, for an applied voltage of 1 V, the DEP force at the 

surface of the nanotube experienced by a 1 nm dielectric particle (taking r= 0.5 nm, d= 1 

nm, h=300 nm) can be estimated using equation 3 as ~ 100 pN, whereas the effective 

thermal Brownian motion random force for a 1 nm particle from equation 6 can be 

estimated as ~ 1 pN. This simple calculation, then, predicts that the DEP forces on even 

the smallest of nanoparticles should be larger than the thermal motion effective force if 

nanotubes are used as the electrodes. 
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d
h

 

Figure 4.4: Model geometry for cylinder above a ground plane. In practice there is a 

dielectric (oxide) between the nanotube and the conducting Si substrate. 

The above calculations should be taken as estimates only, which use classical 

electromagnetics to estimate the behavior of electrical nanosystems. For example, for an 

applied voltage of 1 V on the nanotube, equation 7 predicts an electric field of order 107 

V/m, which is quite large. Other physical effects probably are important in the nanometer 

scale, which will cause the real electric field to be less than this value. While these other 

effects are currently not clearly understood, our work described below demonstrates that 

the simple physical insight of using nanotubes as electrodes does indeed work 

experimentally. 

For the nanotubes electrically contacted at one end, the ac voltage was applied to the 

electrode connected to the nanotube. Since very little current flows into the nanotube, the 

voltage drop along the length of the nanotube is negligible. Therefore, the circuit model 

shown in Figure 4.4 is valid along the entire length of the nanotube, except near the ends. 

For nanotubes which are electrically contacted at both ends, since our nanotubes are 

several microns long, and probably somewhat resistive compared to the gold electrodes, 

the local voltage between the nanotube and the substrate will vary along the length of the 
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nanotube. At the nanotube end closest to the grounded gold electrode, the voltage on the 

nanotube with respect to ground will be zero. On the other hand, at the nanotube end 

closest to the electrode with the voltage applied, the nanotube – ground plane voltage 

difference will be largest. Very close to the gold electrodes (on a scale compared to d), 

the electrical fields will deviated significantly from equation 7. However, for most of the 

nanotube length in our experiments, equation 7 is a good approximation. 

Some of our samples were fabricated on a quartz wafer, which can be considered 

insulating, so that Figure 4.4 is not appropriate. In that case, the electric field distribution 

is not as simple to calculate. However, it is still the case that, near the surface of the 

nanotube, the electrical field is perpendicular to the nanotube, and that the gradient 

(hence DEP) force should be very large. Our experiments bear out this claim. 

There will also be large gradients near the ends of the tubes, which will cause DEP forces 

there, as well. The very tip of the nanotube will have strong field gradients as well, and 

similar arguments could be given that the tips could be used to trap nanoparticles. At least 

one end of the nanotubes in our work are usually covered with Au thin films, but in cases 

where an end is exposed, we do see trapping of nanoparticles both at the ends and along 

the length of the nanotubes. 

 

4.4 Results and Discussions 

4.4.1 Polystyrene Nanoparticles  

26 separate experiments were performed on DEP manipulation of Polystyrene 

nanoparticles, of which about 25% of them showed clearly attached polystyrene 

nanoparticles under SEM characterization after drying. We found experimentally that the 
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nanoparticles are present under SEM independent of whether the cover slip was on or off 

during drying. Additionally, the results were independent of whether a post-DEP rinse in 

D.I. water was performed. The results were also independent of the substrate used, 

showing similar results on both quartz and oxidized Si wafers. In addition, in control 

experiments where no ac voltage was applied, we never observed the attachment of 

nanoparticles to nanotubes. Taken collectively, these results lead us to conclude that the 

ac electric fields are indeed causing the nanoparticles to come into intimate contact with 

the nanotubes, and that they remain attached to the nanotubes even after D.I. water rinse, 

solution drying, and exposure to the vacuum environment of an SEM. 

In Figure 4.5, we show an SEM image of a nanotube on a quartz wafer both before and 

after the DEP experiment. This is an example of a nanotube contacted electrically on both 

ends. The trapped 100 nm nanoparticles are clearly visible preferentially attached along 

the length of the nanotube, forming a “pearl chain.” To allow clearer SEM images, Au 

was sputtered uniformly onto the entire sample (including the electrodes, nanotube, and 

attached nanoparticles), and imaged more carefully under SEM. This image is shown in 

Figure 4.6. 
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Figure 4.5 SEM images of nanotube contacted electrically on both ends, before and after 

the trapping experiments using 100 nm polystyrene nanoparticles. The alignment along 

the tubes is clear. 

1 μm

 

Figure 4.6: High magnification image of region outlined in Figure 4.5, after Au has been 

sputtered to enhance resolution and contrast of the 100 nm nanoparticles. The dashed 

white line shows where the nanotube is, which is not visible because it is covered by 10 

nm of sputtered Au. 
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In some experiments, the nanotube was electrically contacted on one end only. In this 

case, we were also clearly able to see preferential attachment of the nanoparticles to the 

nanotube. In Figure 4.7, we show a series of images indicating the process. Fig 7a shows 

an image of the nanotubes and gold electrodes before the DEP experiments. Figure 4.7b 

shows fluorescence microscopy images taken during the DEP experiment. It clearly 

shows that the nanoparticles were attached to the nanotubes during the DEP experiment 

before the solution dried. (In this experiment, both 20 nm and 100 nm nanoparticles were 

used.) Figure 4.7c shows an SEM image, which indicates the nanoparticles are still 

attached to the nanotubes, even after the solution dries. In order to more clearly see this, 

we show in figures 4.8, 4.9 higher magnification SEM images of the nanotube from 

Figure 4.10c, after sputtering Au onto the whole sample to increase the contrast. The 

attachment of the nanoparticles to the nanotube is clear. 

Before During After

3 μm3 μm
3 μm

a) b) c)
Au/Ti

Au/Ti Au/Ti  

Figure 4.7: Key result of this work. A) SEM image of the nanotubes and gold electrodes 

before the DEP experiments. B) Fluorescence microscopy images taken during the DEP 

experiment. (The solution was still on the sample.) C) SEM image of the nanoparticles 

attached to the nanotubes after the DEP experiments. 
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2 μm

 

Figure 4.8: Zoom of fig. 4.7. 

 

 

Figure 4.8: Another zoom of fig. 7. Both the 20 nm and 100 nm particles are clearly 

visible along the length of the nanotube. Scale bar: 1 μm; inset: 200 nm. 

 

4.4.2 Control Experiments and Capillary Forces 

Several groups have recently investigated the role of capillary forces in self-assembly. 

Since the drying force of droplets can be used to make particle chains by self-assembly of 

microparticles and nanoparticles in groves30-36 (which is qualitatively different than our 
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experiments which have no such groves), we have investigated the possibility that 

capillary forces are at play in our experiments. 

Several control experiments were performed to determine the role of capillary forces. 

First, as discussed above, experiments where no voltage was applied to the nanotubes 

never resulted in any preferential attachment of nanoparticles to the nanotubes. Figure 

4.10 shows a typical SEM image of a control experiment where no ac voltage was 

applied. Nanoparticles and nanotubes are both clearly visible, and not attached.  

Au
/T

i

SWNT

Nanoparticles

Control experiment: Vac = 0

10 μm

 

Figure 4.9: Control experiment in which no ac voltage was applied shows that 

nanoparticles do not attach to nanotubes. 

 

A separate indication that capillary forces are not responsible for the pearl chaining we 

observe comes from imaging of the fluorescently labeled nanoparticles performed during 

the application of the ac voltage, before the solution was allowed to dry. While the 

nanotubes are too small to be visible under an optical microscope, the electrodes were 

easy to see. Additionally, prior to the experiments, the location of the nanotubes was 
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determined by SEM. Clear evidence for preferential attachment of the nanoparticles to 

the nanotube was clearly seen under fluorescence microscopy (see Figure 4.7). 

 

Not all the nanoparticles in the solution are trapped at the surface of the nanotubes. In 

order to further investigate this issue, we performed control experiments by dropping a 

small aliquot on the corner of a sample, allowing it to dry, and characterizing the 

distribution of polystyrene nanoparticles after drying with SEM. We find the dominant 

population of polystyrene nanoparticles is at the edge of the aliquot that dried. This is due 

to capillary forces and surface tension moving the nanoparticles as the aliquot dries. 

However, the population of polystyrene nanoparticles in the original center of the aliquot 

was low (typically less than 100 nanoparticles per 100 x 100 micron field of view of the 

SEM). This is similar to what happens to drops of coffee after drying on a table: Rings of 

dark regions are visible around the edges of the original drop37. Thus, since the 

polystyrene nanoparticle population in the center of the aliquot was not enhanced due to 

capillary forces after drying, and since the DEP experiments were performed with 

nanotubes in the center of the original aliquot, we are lead to conclude that many of the 

nanoparticles that are not attached to the nanotube end up at the edge of the aliquot, 

which is far (several mm) away from the nanotube. 

Taken collectively these control experiments lead us to conclude that capillary forces, 

while significant, are not responsible for the attachment of the nanoparticles to the 

nanotubes observed under SEM. 
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4.4.3 Gold Nanoparticles.  

In order to test the scalability of the technique to smaller nanoparticles, we performed 

similar experiments with 2 and 10 nm Au nanoparticles. In Figure 4.11, we show an SEM 

image of electrically contacted nanotubes before and after the DEP experiments, where 

we used a sine wave at 1 MHz, amplitude 2 Vpp, and 2 nm Au nanoparticles. In this 

experiment, there are nanotubes contacted on both ends, as well as nanotubes contacted 

on only one end. Both types showed attached Au nanoparticles after the DEP experiments 

under SEM characterization. In two control experiments, an aliquot of Au nanoparticle 

solution was allowed to dry on a chip where no ac voltage was applied. In those 

experiments, we found no evidence that nanoparticles bind to the nanotube. Au 

nanoparticles of d=2 nm were trapped in 6/8 experiments with frequencies form 500 kHz 

to 10 MHz. Thus, the Au nanoparticle attachment to the nanotube is clearly controlled by 

the application of an ac voltage. 
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Figure 4.10. SEM image of nanotube contacted electrically on both ends before and after 

DEP experiments using 2 nm gold nanoparticles. The Au nanoparticles are attached to 

the nanotubes after the DEP experiments. 

 

A more dramatic example of this Au nanoparticle trapping is shown in Figure 4.12. 

There, it is clear that the Au nanoparticles are dominantly attracted to the nanotubes. In 

addition, the gold nanoparticles form on the nanotubes regardless of whether they are 

straight or curled, whether they have kinks, or even where two nanotubes cross.  
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Figure 4.11: SEM images of SWNTs before and after DEP experiments. 

 

 

Figure 4.12: A) Tapping mode and b) phase contrast mode AFM images of a Au 

nanoparticles on a nanotube. 
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In Figure 4.12, it is interesting to note that a nanotube with Au nanoparticles is visible in 

the lower-right region of the image where there was no nanotube visible (via SEM) 

before. Under different SEM conditions, we indeed observe a nanotube where the 

nanoparticles were trapped. This is consistent with the work of Fuhrer38, who has clearly 

shown that SEM images of SWNTs are related closely to the detailed imaging conditions.  

In order to more closely examine the morphology of the Au particles on the nanotubes, 

we present in Figure 4.13 an AFM image from a short section of one or our Au 

nanoparticle nanotubes. The tapping mode image (Figure 4.13a) clearly confirms 

dendritic growth off the side of some of the nanotubes. Similar dendritic growth has been 

studied by Velev39, 40 in complimentary experiments using mm scale electrodes. The 

phase contrast image (Figure 4.13b) is more difficult to interpret physically, but seems to 

indicate that if there are any nanoparticles that are not attached to the nanotube, the 

fraction is small. 

 

4.4.4 Discussion.  

In our experiments, we have clearly shown using a variety of techniques and control 

experiments that the application of an ac voltage to an electrically contacted nanotube in 

solution causes polystyrene nanoparticles (20 and 100 nm) and Au nanoparticles (2 and 

10 nm) to be attached to the nanotubes. This attachment is strong enough to survive the 

capillary forces present on drying of the solution. We have demonstrated that the 

attachment of the nanoparticles is not a passive self-assembly process, but rather an 

active, electronically controlled process. 



88 
 

At present, we do not know the type of bond that occurs at the attachment site. This is 

clearly a topic worthy of future study. An additional topic which we have not studied 

includes the effect of the nanotube electrical resistance and crystallographic properties. 

For example, do semiconducting and metallic nanotubes both give similar results when 

DEP trapping? 

Finally, because the dielectric properties of the nanoparticles are frequency dependent, by 

varying the frequency, it should be possible to attract or repel nanoparticles; by using 

different species of nanoparticles, one could attract one species while repelling others. 

Multiple layers of shells could thus be built up on top of the nanotube. This is just one 

example of how this technique could be used for electronically controlled assembly of 

matter at the nanometer scale. 

 

4.5 Conclusions 

We have demonstrated, for the first time, the use of nanotube electrodes to manipulate 

nanoparticles in solution using dielectrophoresis. The technique should find broad 

applicability. In contrast to AFM based nano-fabrication techniques, this is purely 

electronic and hence requires no mechanical motion at either the nano-scale41 or macro-

scale. Thus, the technique is inherently scalable for massively parallel nano-

manipulation. In addition, it should be possible to manipulate biological nanostructures 

such as DNA13, viruses42 and proteins43 using nanotube electrodes. 
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CHATER 5 

PROBING NANOTUBE-PEPTIDE INTERACTIONS ON  

A SILICON CHIP USING MOLECULAR BIOLOGY TOOLS  

 

5.1. Introduction 

Using the tools of modern molecular biology, we probe the interaction of nanotubes on 

silicon chips with proteins via combinatorial phage display methods. In our work we have 

found a tryptophan rich binding motif to SWNTs on a solid silicon substrate. The motif 

resembles and alpha helix with tryptophan concentrated along one side that binds non-

covalently via pi-pi interactions to the walls of the nanotube. 

What is the nature of the interaction between nanotubes and proteins and peptides? 

Peptides can act as surfactants to solubilize nanotubes in aqueous solutions. Peptides 

which bind with specificity to different nanotube allotropes (specific to the n,m index) 

may allow for economical nanotube-sorting and purification technologies. Eventually, 

one may be able to engineer self-assembled, controllable placement and location control 

of nanotube devices with nm precision using protein self-assembly analogous to so-called 

DNA nanotechnology. Finally, the development and understanding of nanotube 

interaction with living systems at the cellular level is significant for potential therapeutic 

and/or cytotoxic effects1-3. However, to date a thorough understanding at the molecular 

level of nanotube-protein interactions is still lacking, and the understanding of nanotube-

peptide interactions can be considered the first and most fundamental step in 

understanding this complex system. 
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The hydrophobic nature of SWNTs is by now well known, and prevents their solubility in 

aqueous solutions without the presence of surfactants. Thus, the study of surfactants4 has 

been an important research theme, and has led to clear understanding that π- π interaction 

can cause hydrophobic side groups of surfactants (anionic, cationic, and various polymer 

surfactants) to bind non-covalently to SWNTs. DNA and some peptides also contain 

aromatic side groups which can bind to the SWNTs and thus act to solubilize SWNTs. 

While the ability of DNA to bind differently to semiconducting and metallic SWNTs has 

been demonstrated6, the binding of proteins or peptides to nanotubes of differing 

electronic properties has not been demonstrated. Because of the importance of 

aromaticity on SWNT binding7, the three aromatic amino acids Phenylalanine (Phe), 

Tyrosine (Tyr), and Tryptophan (Trp) have been the focus of most studies to date. 

Dieckman et al designed, synthesized, and demonstrated a SWNT binding amphiphilic 

alpha helix using Phe side groups distributed along one side of the helix8. Because of the 

amphiphilic nature of the peptides, conglomeration of the nanotube/peptide system 

occurred at high salt concentrations, when the ions shielded the electrostatic charges on 

the amphiphilic helices which prevent conglomeration at low ionic strength. Wang et al9 

studied binding to MWNTs using phage display (PD) techniques, and found binding 

sequences which consisted of “symmetric surfactants”: hydrophilic on the ends, and 

hydrophobic in the middle. In addition, His and Trp are found to have important roles, 

but not Phe. Pender & Honek10, 11 studied SWNTs with PD and found that His and Trp 

are important among binding peptides. The role of Trp was further probed by Honek12 

using artificial analogs of Trp and studying their effect on binding to SWNTs. Very 

recently Dalton et al studied the relative binding of Trp, Phe, & Tyr to SWNTs using 
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amino acids on the end of a surfactant peptide13. They found that Trp bound stronger than 

Phe or Tyr. Additional studies14 by the same group have elucidated the role of peptide-

nanotube interactions where Phe side groups (as well as artificial analog nitro-

phenylalanine and tyrosine) are along an alpha-helix. Using cell surface display15 (rather 

than PD), Brown found that His and also a large number of aromatic AAs are not 

required (only 1 is required) for SWNTs on Si wafers. 

In all the above phage display experiments, carbon nanotubes were suspended in the 

solution. This method, however, inevitably raised a problem of nanotube bundles: either 

difficulties in separating as-grown nanotube bundles into individual ones although an 

ultrasonic method might help to a certain degree; or causing individual nanotubes 

bundling together in solution, especially during the incubation process where a step of 

gentle rocking is involved. The bundles can cause the redistribution of energy levels of 

the individual ones, which might destroy the binding affinity of phage virons on the 

individual nanotubes. Another problem was also caused since tween was used in these 

experiments. Tween, used in the experiments of the traditional targets like protein or 

other inorganic targets like gold and silicon materials, is for removal of the 

nonspecifically bound phage. However, for the carbon nanotubes, the interaction between 

nanotubes and phage is mainly hydrophobic while tween, a detergent known for the 

disruption of hydrophobic interactions, will play an opposite role if used. We discuss it in 

detail later. 

In this work, we also use phage display to find peptides which bind to SWNTs. However, 

in contrast to prior work, our SWNTs were CVD grown on and thus tightly bound to 

solid (SiO2) substrates. Such nanotubes grown on the substrate are mainly individual 
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ones. Therefore the bundle problem can be solved. Another advantage of using nanotubes 

grown on solid substrates is that the centrifugation steps in the wash and elution 

processes can be avoided and thus that there are no bound nanotubes removed during 

these steps. 

We also develop a new elution buffer and demonstrate that it is more appropriate and 

efficient for elution of hydrophobic binders. This paves a way for the phage display 

experiments of a single but long nanotube where the efficiency of elution is required. 

Here, it is worthy to mention the importance of such kind of experiments: a nanotube 

with a specific (n,m) index might correspond to a specific motif of a bound phage; 

therefore, the recognition of specific nanotubes can be realized by carrying the phage 

display experiment and sequencing the DNA of the bound phage. 

We find a qualitatively new binding sequence which is distinct from prior binding 

sequences found by PD. The binding sequence we find consists of Trp side groups 

distributed along one side of the peptide, similar to that designed from first principles by 

Dalton using Phe side groups. We speculate the reason that prior experiments did not find 

this binding sequence is that the SWNTs in prior PD experiments were in solution, 

whereas in our experiments they are van der Waals bound to the substrate, and also 

because we have developed a new for nanotube elution buffer more appropriate for the 

hydrophobic nature of the nanotube-peptide interaction. The new motif is a non-

surfactant, nanotube-binding peptide. 
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5.2. Results & Discussion 

In our experiments, we used SWNTs on silicon wafers grown in place using CVD, using 

recipes as described in16, 17. A combinatorial library of peptides expressed on this surface 

of a phage virus to screen for peptides with specific affinity for SWNTs, as shown in 

Figure 1. The nanotubes are strongly bound to but not seamlessly cover the substrate, and 

hence a key challenge was to determine peptide interaction with the substrate as opposed 

to the nanotubes. 

 

5.2.1. Motifs found 

The goal of the experimental trials was to find a binding sequence that binds specifically 

to nanotubes (not the substrate). Convincing evidence for this would require two 

observations: First, the titer should gradually increase with increasing panning rounds. 

This would be due to continual enrichment of nanotube binding motifs in the pool of 

virions. Second, the control experiment (wafers with no nanotubes) should have a 

qualitatively different consensus motif of sequence than the nanotube sample. 

A variety of buffers were used for washing and elution. We found that TBS with 0.5% 

(v/v) tween (TBST 0.5) acts as a very effective elution buffer, much more effective than 

the standard glycine-HCl (Gly-HCl). This is different than prior nanotube PD 

experiments, and we explain how we came to the conclusion and hypothesize why it may 

be true below. 
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Figure 5.1 SEM images of SWNT networks on SiO2/Si wafer (A) and schematic phage 

display procedure (B). 

 

Using TBST as the elution buffer allowed us to observe completely different motifs 

between nanotube coated wafers and control wafers with no nanotubes. 16 of 19 

sequences obtained from two SWNT samples are rich in tryptophan. The sequences are 

shown in Table 5.1. Among them, 11 sequences showed a motif of SXWWXXW. 

Tryptophan is nonpolar and very hydrophobic amino acid with an indole function group 

on the side chain, which can stack along the surface of carbon nanotubes. On the other 
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hand, there are only 4 counts of histidine in the total 228 amino acids in the nanotube 

samples, which is only a quarter of the observed frequency in the NEB library. 

 

No. Amino acids Occurrence 

1 G W D W A Q D W N W W T 1 

2 W F P I A W P E S W Y H 1 

3 Y T S P W W L A W Y D P 2 

4 Y E Y P W A N W W L S P 1 

5 D D W S H W W R A W N G 3 

6 S S A W W S Y W P P V A 6 

7 A W W E A F I P N S I T 1 

8 N D N P W L M W L K N W 1 

Table 5.1. Sequences of peptides bound to single-walled carbon nanotubes. Aromatic 

amino acids are highlighted in yellow; nonpolar in purple; polar noncharged in blue; 

polar charged in green. 

Thus, we conclude that the Trp-rich binding sequences are specific to the nanotube 

binding, since under this same set of buffer conditions, the control sequences on wafers 

with no nanotubes were qualitatively distinct. Further evidence to support this conclusion 

based on titers and hydrophobicity measurements of the nanotube and control 

measurements is presented next. 

 

5.2.2. Buffer efficiency 

We have conducted a set of experiments to analyze the efficiency of two different 

potential elution buffers. Two single-walled carbon nanotube (SWNT) samples A and B 
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(SWNT CVD grown on 1x1 cm2 SiO2 wafers) were both incubated for 45 minutes in the 

TBS solution containing 4 µl Ph.D-12 phage from the random library  and unbound 

phage were washed away with TBS 5 times. Sample A was first eluted with 0.2 M Gly-

HCl (pH 2.2) and washed with TBS twice and then eluted with TBST 0.5. Sample B was 

first eluted with TBST 0.5 and washed with TBS twice and then eluted with Gly-HCl. All 

four eluants were titered. The titration results of 10 µl 100X dilutions are shown in Table 

5.2. 

 

Sample Elution buffer Titer (# blue plaques) 

A 
First Glycine-HCl        

then TBST 0.5 

19 

>1000 

B 
First TBST 0.5           

then Glycine-HCl 

>1000 

72 

Table 5.2. Titration results of 10 µl 100X dilutions of four eluants of sample A and B 

after eluated twice with the different order of two elution buffers. Washing solution was 

TBS. 

Based on the results shown in Table 5.2, we found that TBST 0.5 eluted much more 

phage than Gly-HCl no matter what the elution order was. Since Gly-HCl disrupts the 

ionic bonds between phage and SWNTs while TBST 0.5 disrupts the hydrophobic 

interactions, we can conclude that the interaction between peptides and nanotubes is 

predominantly hydrophobic and thus TBST 0.5 is a better choice as an elution buffer for 

studying such interactions. 
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5.2.3. Wetting 

While it is generally known that the surface of carbon nanotubes is hydrophobic, in our 

experiments this has given rise to some interesting observations not previously reported. 

In Figure 5.2 below, we show a photograph of two Si wafer samples of the same size: one 

containing only bare SiO2, and the other coated with SWNTs. While the bare Si/SiO2 

sample sinks, the hydrophobicity of the SWNTs on the SWNT coated sample is sufficient 

to float the entire sample. More interestingly, when both of these samples were totally 

submerged in water, the SWNT sample can refloat to the surface by swirling the 

container several times while the bare SiO2 wafer can not. This is a clear demonstration 

of the hydrophobicity of carbon nanotubes, even when on a SiO2 surface. Measurements 

of water contact angles are consistent with this finding (data not shown). We use this 

finding later as a qualitative method to assay nanotube-phage interaction in various 

buffers. 

 

 

Figure 5.2. A SWNT sample on a SiO2 wafer is suspended in water with the edge barely 

exposed to air while a SiO2 wafer with no nanotubes sinks to the bottom of the glass 

container before half of its area is submerged in the water. 
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5.2.4. CD measurements 

CD spectra of peptide P1 was recorded for its aqueous solution and for a solution in TBS. 

The data indicates the peptide is a random coil, as shown in Figure 5.3 below. 

 

Figure 5.3. CD measurements of peptide P1. 

 

5.2.5. Dispersion 

A small amount of nanotubes were added to a 1% aqueous solution of peptide (P1) and 

the mixture was sonicated for several minutes. It was observed that even a prolonged 

sonication did not help in dispersing the nanotube in solution. This is in contrast to 

Dupont & Pender. This is evidence that our peptides are not surfactants. 

 

5.2.6. Amino acid analysis 

The percentage of each amino acid in the random library is known. We have compiled 

data of the relative occurrence of each amino acid in our peptides from the biopanning 

experiments, and the results are plotted in Figure 5.4. 
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Figure 5.4. Relative occurrence of amino acids in nanotube and control experiments. The 

red and blue bars are for SWNT samples and their controls, respectively. 

 

Histidine is a very commonly occurring amino acid in the control experiments. We 

interpret this as a binding sequence to SiO2. The imidazole ring of histidine is protonated 

in aqueous solution while the SiO2 surface is negatively charged. Hence the interaction 

between the peptides and SiO2 is electrostatic. This electrostatic mechanism also explains 

the non-trivial occurrence of positive-charged lysine (K) shown in Figure 5.4. 

In contrast, the W-rich peptides occur with high ratio only for the nanotube samples. 

Besides the peptides with the SXXWXXW motif, those W-rich peptides without showing 

the motif are believed to bind to SWNTs as well via the π-π interaction between the 

indole rings of Trp residues and the rings of SWNTs. 

 

5.2.7. GES scale analysis 

Using the GES scale18, we have calculated the mean hydrophobicity for all the clones 

from each experiment. The results of this analysis are presented in Figure 5.5 below. It is 

clear that in the experiment where specific binders to SWNTs were found that the 
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peptides are the most hydrophobic. This is consistent with the known hydrophobicity of 

SWNTs and provides clues into the nature of the nanotube-peptide interaction. However, 

as shown in figure 5.6, in contrast to the DuPont work, our peptides are not symmetric 

surfactants, which we discuss next. 

 

 

Figure 5.5. Mean hydrophobicity for nanotube and control binding peptides. 

 

 

Figure 5.6. Amino acid hydrophobicity of nanotube-binding peptides using the GES 

scale. 
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5.2.8. Tryptophan location along motif 

In Figure 5.7, we show helical wheel presentations of all the peptides bound to 

nanotubes. The results are striking. It is clear from this that the tryptophan residues are all 

located on one side of the helices. This general feature is included in all the sequences 

found that bind to SWNTs.  

 

Figure 5.7: Helical wheel presentations of the peptides found which bind to SWNTs. 

 

While the peptides were not shown to be alpha helices in the CD measurements, clearly 

there is some mechanism at play which tends to place Trp side groups along the sides of 

the helical wheel projection. 

Also interestingly, in our motifs phenylalanine (Phe) hardly occurs at all. As Phe is a 

hydrophobic side group with aromatic content, it would reasonably be expected to occur 

in a nanotube binding motif. In fact, a nanotube binding peptide was also designed by 

Dieckmann et al8 using predominantly Phe residues. It is not clear why our experiments 
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found predominantly Trp residues and not Phe also. Future experiments will aim to 

elucidate the relative binding affinity of CNT-Phe and CNT-Trp residues. 

 

5.3. Conclusions 

In our work we have found a tryptophan rich binding motif to SWNTs on a solid silicon 

substrate. Additionally, we found H-rich peptides which bind to the silicon substrate. 

Tryptophan seems to be very important in binding to CNTs, more so than F and Y. This 

is even true for non-surfactant binders, and for binding to CNTs on surfaces as well as in 

solution. While we have studied the binding to a heterogeneous mixture of (n,m) index 

SWNTs, we hope next to find binding motifs to nanotubes as a function of (n,m) index. 

This would involve the use of either one single long nanotubes17, or the use of many 

identical tubes19. 

 

5.4. Experimental Section 

5.4.1. Nanotube synthesis.  

SWNT samples were prepared by densely growing SWNTs on thermal oxide passivated 

silicon wafers. Thermal oxide silicon wafers were obtained by oxidizing p-type silicon 

wafers with crystal orientation (100) at over 1000 oC to an oxide film thickness of about 1 

µm. The silicon oxide wafers were then cut into 1 cm x 1 cm pieces with a dicing saw. 

After clean with acetone/methanol/DI water, some of quartz and silicon oxide wafers 

were reserved as control samples. The others were dipped into 1 mM FeCl3 solution and 

rinsed with DI water followed by N2 blow dry. These samples were then put into a 900 oC 
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furnace flowing methane and hydrogen to grow single-walled carbon nanotubes (see 

details 17 for growth methods). Representative SEM images of single walled carbon 

nanotubes on silicon wafers are shown in Figure 1A. 

 

5.4.2. Phage display.  

Phage display is a technique in which a random library of peptides is expressed on the 

surface of a phage virion20. The virions are allowed to incubate (bind) to a target (SWNTs 

in our case), while un-bound phage are washed away. The bound phage are eluted in a 

different buffer. The eluted phage contain sequences which bind to the target. To increase 

the specific selection, the cycle is typically repeated several rounds (9-10 rounds in our 

experiments), and then the phage DNA are sequenced to determine which peptide is 

expressed hence has binding affinity for the target. The overall procedure is indicated in 

Figure 1(B). In our experiments a random combinatorial library of 12-mer peptides (NEB 

Ph.D.-12 kit) expressed on the surface of M13 phage was used.  

 

5.4.3. Titering and DNA sequencing.  

The eluted phage with the lacZα gene are exposed to and thus infect the E.Coli ER2738 

host strain (F'-recA+Δ(lacZ). The phage plaques appear blue when plated on 

LB/XGal/IPTG plates. The ratio of the total number of output phage after elution to the 

total number of input phage can be determined by titering the input and output eluate at 

each round (counting the numbers of blue plaques on plates). Blue plaques were 

randomly picked for DNA sequencing to detect the motif of the binding peptides.  
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5.4.4. Buffers.  

There are four critical buffer solutions: blocking-buffer, incubation, wash, and elution 

buffers. Traditionally blocking buffers are used to prevent the binding of the exposed 

substrates. Incubation buffers allow binding to occur. Wash buffers remove unbound 

phage, while elution buffers eluate the bound phage for the next series of panning or 

sequencing. For traditional biological targets, a common blocking buffer solution is 

Bovine Serum Albumin (BSA); TBS containing 0.1% v/v Tween-20 (TBST 0.1) is 

typically used for the incubation buffer. The tween detergent is supposed to separate 

phage particles from binding to each other. The wash buffer is typically TBST 0.1 too for 

the first round and the tween concentration is increased stepwise by 0.1% the final 

concentration of 0.5%. Here tween prevents non-specific binding (NSB) to the target and 

the substrate. The elution buffer is typically glycine-HCl with pH around 2~3. We have 

varied these buffer solutions to obtain optimal results. Since SWNTs, which are very 

hydrophobic, were the targets in our experiments, these traditional buffers might not be 

all suitable. As expected, the results showed that one set of buffer solutions worked very 

well for carbon nanotube samples. 

 

5.4.5 Peptide synthesis.  

Peptides were synthesized using FMOC techniques by a commercial vendor ChemPep, 

Inc.and purified to 97.13%. 
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5.4.6 Dispersion experiments.  

1 mg of SWNTs was added to 3 mL of 1% (w/v) peptide (P1) solution in DI water. The 

mixture was sonicated for 30 minutes and 1 hour. After the sonication mixture was 

centrifuged for 5 minutes. 

 

5.5.7 CD measurements.  

0.1 m molar solutions of peptide (P1) in DI water and TBS were prepared separately. CD 

measurements for these solutions were done using a 1mm quartz cell on a JASCO J-810 

instrument. Spectra were recorded over the range of 180-260 nm with step size of 0.2 nm.  
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CHAPTER 6 

CONCLUSION 

 

In this thesis, we have described dielectrophoresis as an electronic analog of optical 

tweezers to manipulate particles and applied this technique to measure an upper limit on 

the conductance of DNA and protein molecules that were manipulated with DEP to 

bridge a gap between microfabricated electrodes. Based on this achievement, we 

demonstrated for the first time that carbon nanotubes, working as nanoelectrodes, can 

manipulate nanoparticles such as 20 nm polystyrene latex beads and 2 nm gold particles 

using the same technique. This purely electronic technique requires no mechanical 

motion at either the nano-scale or macro-scale. Thus, it is inherently scalable for 

massively parallel nano-manipulation. In addition, it should be possible to manipulate 

biological nanostructures using nanotube electrodes. 

However, we do not know the type of bond that occurs at the attachment site. In order to 

investigate the interactions between carbon nanotubes and other materials, we have 

pursued phage display technique to determine amino acid sequences (peptides) which 

bind to single walled carbon nanotubes. 

Based on our experimental results, we have found a tryptophan rich binding motif to 

SWNTs on a solid silicon substrate. Additionally, we found H-rich peptides which bind 

to the silicon substrate. Tryptophan seems to be very important in binding to CNTs, more 

so than F and Y. This is even true for non-surfactant binders, and for binding to CNTs on 

surfaces as well as in solution. 
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While we have studied the binding to a heterogeneous mixture of (n,m) index SWNTs, 

we aim eventually to demonstrate such a method in nanotubes of a specific (n,m) index, 

and to develop a bio-mimetic toolbox for non-covalent nanotube manipulation. Such a 

toolbox will aid in the manipulation, and, eventually, enzymatic synthesis, of carbon 

nanotubes. 
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APPENDIX 

A-1 Media and solutions 

LB Medium (per liter):  

10 g Bacto-Tryptone, 5 g yeast extract, 5 g NaCl. Autoclave, store at room 

temperature. 

LB/IPTG/Xgal Plates: 

LB medium + 15 g/L agar. Autoclave, cool to < 70°C, add 1 ml IPTG/Xgal* and 

pour. Store plates at 4°C in the dark. 

Agarose Top (per liter):  

10 g Bacto-Tryptone, 5 g yeast extract, 5 g NaCl, 1 g MgCl2•6H2O, 7 g agarose. 

Autoclave, dispense into 50 ml aliquots. Store solid at room temperature, melt in 

microwave as needed. 

Tetracycline Stock:  

20 mg/ml in Ethanol. Store at –20°C in the dark. Vortex before using. 

LB-Tet Plates:  

LB medium + 15 g/l Agar. Autoclave, cool to <70°C, add 1 ml Tetracycline stock 

and pour. Store plates at 4°C in the dark. Do not use plates if brown or black. 

Blocking buffer: 

0.1 M NaHCO3 (pH 8.6), 5 mg/ml BSA, 0.02% NaN3. Filter sterilize, store at 

4°C. 

PEG/NaCl: 

20% (w/v) polyethylene glycol–8000, 2.5 M NaCl. Autoclave, store at room 

temperature. 
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TBS: 

50 mM Tris-HCl (pH 7.5), 150 mM NaCl. Autoclave, store at room temperature. 

Iodide Buffer: 

10 mM Tris-HCl (pH 8.0), 1 mM EDTA, 4 M NaI. Store at room temperature in 

the dark. 

Streptavidin Stock Solution: 

Dissolve 1.5 mg Lyophilized Streptavidin (supplied) in 1 ml 10 mM sodium 

phosphate (pH 7.2), 100 mM NaCI, 0.02% NaN3. Store at 4°C or –20°C (avoid 

repeated freezing/thawing). 

*Note for IPTG/Xgal: Mix 1.25 g IPTG (isopropyl β-D-thiogalactoside) and 1 g Xgal (5-

Bromo-4-chloro-3-indolyl-β-D-galactoside) in 25 ml Dimethyl formamide. Solution can 

be stored at –20°C in the dark. 
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A-2 Protocol of phage display for the SWNTs on chips and the control samples 

Day 1  

1 Inoculate 10 ml LB medium with ER2738 for tittering. Incubate the culture at 

37°C with vigorous shaking until OD600 = 0.5 (mid-log phase). 

2 Inoculate 25 ml LB medium with ER2738 for samples in a 250 ml Erlenmeyer 

flask. Incubate both cultures at 37°C with vigorous shaking until OD600 ~ 0.05-

0.1 (early-log phase). 

3 Mix 1 ml of TBS and 10 μl phage (4 x 1010) from the NEB phage library in a well 

of a culture plate. Immerse the SWNT wafer in the phage solution. Rock gently, 

45 minutes @ RT. Do the same to its control sample (the sentence is not repeated 

below). 

4 Take out the SWNT wafer and wash it 5X, each time in a new well with 1 ml 

TBS. 

5 Add 1 ml TBST 0.5 to a new well. Put the SWNT wafer into the well and rock 

gently for 45 minutes. 

6 Take out the SWNT wafer and put it into a new well of a new plate and rinse with 

ddH2O 5 times. Pipet the eluate into a new microtube and label it. 

7 Titer a small amount (~ 10 μl) of the eluate. Follow the phage titering procedure. 

Usually 100X, 1000X, 104X and 105X for the unamplified eluate. 

8 Add the rest of the eluate to the 10 ml early-log ER2738 culture in step 2. 

Incubate / vigorously shake @ 37°C, 4.5 hours. 
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9 Pipet the culture into 8 microtubes, 1.25 ml each (only microcentrifuge is 

available in our lab). Spin 10 minutes @ 16,000 rpm / 4°C. Transfer the 

supernatant to new microtubes and re-spin.  

10 Pipet the upper 80% of the supernatant to the new microtubes and add 1/6 volume 

of PEG/NaCl. Allow phage to precipitate at 4°C overnight 

Day 2 

11 Do step 1 and 2. Count and record the blue plaques for the unamplified eluate. 

12 Spin 8 microtubes of PEG precipitation, 15 minutes @ 16,000 rpm / 4°C. Decant 

supernatant, re-spin briefly, and remove residual supernatant with a pipette. 

13 Suspend the pellets together in 1 ml TBS. (Here is how for 8 microtubes: suspend 

pellets of 4 of tubes each with 250 µl TBS; transfer 250 µl in the 4 tubes into 

another 4 tubes; mix the solution in the last tube.)  

14 Spin for 5 minutes at 4°C to pellet residual cells. 

15 Transfer the supernatant to a new microtube. Re-precipitate with 1/6 volume of 

PEG/NaCl. Incubate on ice 45 minutes. Spin 10 minutes @ 4oC. Discard 

supernatant, re-spin briefly, and remove residual supernatant with a micropipet. 

16 Suspend the pellet in 200 µl TBS, 0.02% NaN3. Spin 1 minute to pellet any 

remaining insoluble matter. Transfer the supernatant to a new tube (Note: This is 

the amplified eluate). Label it. 

17 Titer a small amount (~ 10 μl) of the eluate. Follow the phage titering procedure. 

Usually 106X, 107X, 108X and 109X for the unamplified eluate, depending on the 
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titering results of the unamplified eluate. Count and record the blue plaques for 

the amplified eluate. 

18 Estimate the volume of the amplified eluate for 1010 phages. It might need 100-

150 μl for the second round of panning. But the volume should be less for the 

subsequent rounds since more specific-binding phages are amplified.  

19 Mix that much volume of the amplified eluate with 1 ml TBS in a well of a new 

culture plate. Put the same SWNT sample into the well and rock gently for 45 

minutes @ RT. 

20 Do steps 4-10. 

Day 3, 4, 5, … 

21 Do steps 11-20 until the motif of the sequences is achieved. 
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The general procedure is show in Figure A-2.1. 

                               

Figure A-2.1. The schematic process for phage display experiments. RT stands for Room 

Temperature; nR(U)AE for the nth-Round of (Un)Amplified Elution. 10 μl NEB phage is 

used for 0RAE. 

 

 

 

 

 

 

 

 

 

  

Incubate/shake 45 min 

Wash with TBS 

(n+1)RUAE Titering

Amplify

Elute

nRAE + 1 ml TBS 

(n+1)RAE Titering
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A-3 Protocol of phage titering  

1 Inoculate 5–10 ml of LB with ER2738; incubate with shaking until OD600 ~ 0.5. 

2 Melt Agarose Top in microwave and dispense 3 ml into sterile culture tubes, one 

per expected phage dilution. Equilibrate tubes at 45°C. 

3 Pre-warm 1 LB/IPTG/Xgal plate per expected dilution at 37°C. 

4 Prepare 10-fold serial dilutions of phage in LB.  

5 Dispense 200 μl mid-log culture into microtubes, 1 for each phage dilution. 

6 Add 10 μl of each dilution to each tube, vortex quickly, and incubate at room 

temperature for 1–5 minutes. 

7 Transfer the infected culture to a culture tube containing 45°C Agarose Top, 

vortex quickly, and pour onto a LB/IPTG/Xgal plate. Swirling the plate to spread 

Agarose Top evenly. 

8 Allow plates to cool 5 minutes, invert and incubate overnight at 37°C. 

9 Inspect plates and count plaques on plates having ~100 plaques.  

An example of a note sheet for titering is shown in table A-3.1 
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Table A-3.1 Example of the tetering note sheet 
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A-4 Protocol of characterization of binding clones 

1 Culture the ER2738 overnight (~ 14 hours) in a 250 ml Erlenmeyer flask and 

dilute 1:100 in LB. Dispense 1 ml diluted culture into each of 10 culture tubes. 

2 Stab 10 blue plaques each with a new pipet tip and transfer them to the 10 culture 

tubes of step 1.  

3 Incubate tubes at 37°C with shaking for 4.5 hours. 

4 Transfer cultures to microcentrifuge tubes, centrifuge 30 seconds. Transfer 500 μl 

of the supernatant to a new microcentrifuge tube. 

5 Add 200 μl PEG/NaCl. Invert to mix, stand 10 minutes @ RT. 

6 Centrifuge 10 minutes, discard supernatant. Re-spin briefly. Carefully pipet away 

any remaining supernatant. 

7 Suspend pellet thoroughly in 100 μl Iodide Buffer and add 250 μl ethanol. 

8 Incubate 10 minutes @ RT.  

9 Spin 10 minutes, discard supernatant. Wash pellet in 70% ethanol, dry briefly 

under vacuum. 

10 Suspend pellet in 30 μl TE buffer. 

11 Measure the density of ssDNA (ng/μl). Calculate the volume for 500 ng ssDNA. 

12 Calculate the difference of 8 ml and the volume of ssDNA for ddH2O. Set 8 ml 

ssDNA and 0 for H2O if the volume of ssDNA is over 8 ml. 

13 Mix the ssDNA and ddH2O in PCR strips. 

14 Mail the PCR strips to Genewiz for sequencing. 
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